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Chapter 1

Introduction

1.1 Measurable dynamical systems

Let (X,A, µ) be a probability space. An endomorphism of X is a map T : X → X
such that T−1(A) ∈ A and µ(A) = µ(T−1(A)) for every A ∈ A. If T is invertible and
T−1 is also an endomorphism, then T is called automorphism. A measurable flow
on X is a one parameter group of automorphisms (φt)t∈R, such that the evaluation
map φ : R × X → X is also measurable. Any of the above is called a measurable
dynamical system.

Two measurable dynamical systems, say Tk : Xk → Xk on probability spaces
(Xk,Ak, µk), k = 1, 2, are called measurably isomorphic if there are Tk-invariant
sets Yk ∈ Ak with µk(Yk) = 1, k = 1, 2, and an isomorphism h : (Y1,A1, µ1) →
(Y2,A2, µ2) such that T2 ◦ h = h ◦ T1 on Y1 and T1 ◦ h−1 = h−1 ◦ T2 on Y2.

We shall give in this introductory section three examples. Further examples will
be given in later chapters. Let first G be a compact topological group. The Haar
measure µ on G is the unique Borel probability measure invariant under left and
right translations of G. For instance, if G is a torus, then the Haar measure is the
normalized Lebesgue measure. Let T : G→ G be a continuous group epimorphism.
If ν(A) = µ(T−1(A)) for any Borel set A ⊂ G, then ν(T (x)A) = µ(xT−1(A)) =
ν(A). Since T is onto, it follows that ν = µ. So T preserves the Haar measure.
In particular, for the case G = S1 we have that the map T (z) = zn preserves the
normalized Lebesgue measure, for any n ∈ Z+.

Let (X,A, µ) be a probability space and (E,F) be a measurable space. A random
variable with values in E is a measurable function from X to E. A stochastic process
with values in E and parameter space J , which is usually one of Z+, Z, R+ or R,
is a family of random variables f = (fj)j∈J with values in E. If on the product EJ

we consider the product σ-algebra FJ , which is by definition the smallest σ-algebra
that contains π−1

j (F), j ∈ J , where πj : EJ → E is the j-projection, then f is just
a random variable with values in the measurable space (EJ ,FJ).

The distribution of a random variable g : X → E is the probability measure
g∗µ = µ ◦ g−1 on (E,F). The distribution of a stochastic process f = (fj)j∈J :
X → EJ is the probability measure f∗µ on (EJ ,FJ). This is the unique probability
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measure such that

f∗µ(π−1
j1

(Aj1) ∩ ... ∩ π−1
jn

(Ajn)) = µ(f−1
j1

(Aj1) ∩ ... ∩ f−1
jn

(Ajn))

for every finite set {j1, ..., jn} ⊂ J and Aj1 ,...Ajn ∈ F .
If {µj : j ∈ J} is a family of probability measures on (E,F), there exists a

unique probability measure µJ on (EJ ,FJ) such that

µJ(π−1
j1

(Aj1) ∩ ... ∩ π−1
jn

(Ajn)) = µj1(Aj1)...µjn(Ajn)

for every finite set {j1, ..., jn} ⊂ J and Aj1 ,...Ajn ∈ F . The measure µJ is called the
product measure of the family {µj : j ∈ J}.

The random variables fj : X → E, j ∈ J , are called independent if

µ(f−1
j1

(Aj1) ∩ ... ∩ f−1
jn

(Ajn)) = µ(f−1
j1

(Aj1))...µ(f−1
jn

(Ajn))

for every finite set {j1, ..., jn} ⊂ J and Aj1 ,...Ajn ∈ F . In other words, they are
independent if and only if the distribution f∗µ of the stochastic process f = (fj)j∈J

coincides with the product measure µJ , where µj is the distribution of the random
variable fj . The random variables are called identically distributed if their distribu-
tions are equal.

Let now f = (fk)k∈Z+ be a sequence of independent and identically distributed
random variables and τ : EZ+ → EZ+

be the shift, that is τ is the map defined by
τ((xk)k≥0) = (xk+1)k≥0. Then the distribution f∗µ is preserved by τ . In general we
have the following.

1.1.1. Lemma. The product measure µZ+
of a sequence of probability measures

(µk)k∈Z+ on (E,F) is preserved by the shift if and only if µk = µl for every k, l ∈ Z+.

Proof. If k1,...,kn ∈ Z+ and Ak1 ,...,Akn ∈ F , then

τ−1(π−1
k1

(Ak1) ∩ ... ∩ π
−1
kn

(Akn)) = π−1
k1+1(Ak1) ∩ ... ∩ π

−1
kn+1(Akn).

So, if µZ+
is τ -invariant, we have

µk(A) = µZ+
(τ−1(π−1

k (A)) = µZ+
(π−1

k+1(A)) = µk+1(A)

for every k ∈ Z+ and A ∈ F . Conversely, if µk = µ0 for every k ∈ Z+, then

τ∗µ
Z+

(π−1
k1

(Ak1) ∩ ... ∩ π
−1
kn

(Akn)) = µZ+
(τ−1(π−1

k1
(Ak1) ∩ ... ∩ π

−1
kn

(Akn))) =

µZ+
(π−1

k1+1(Ak1) ∩ ... ∩ π
−1
kn+1(Akn)) = µ0(Ak1)...µ0(Akn) =

µZ+
(π−1

k1
(Ak1) ∩ ... ∩ π

−1
kn

(Akn)).

Since µZ+
and τ∗µZ+

are equal on cylinders, they are everywhere equal. �
A stochastic process f = (fk)k∈Z+ is call stationary if its distribution is preserved

by the shift. This is equivalent to saying that

µ(f−1
k1

(Ak1) ∩ ... ∩ f
−1
kn

(Akn)) = µ(f−1
k1+1(Ak1) ∩ ... ∩ f

−1
kn+1(Akn))
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for every k1,...,kn ∈ Z+ and Ak1 ,...,Akn ∈ F . So every stochastic process of
independent and identically distributed random variables is stationary.

1.1.2. Proposition. Let (X,A, µ) be a probability space, T : X → X be an
endomorphism and (E,F) be a measurable space. For every measurable f : X → E,
the sequence of random variables fk = f ◦ T k, k ∈ Z+ is a stationary stochastic
process.

Proof. For every k1,...,kn ∈ Z+ and Ak1 ,...,Akn ∈ F we have

µ(f−1
k1

(Ak1) ∩ ... ∩ f
−1
kn

(Akn)) = µ(T−k1(f−1(Ak1)) ∩ ... ∩ T−kn(f−1
kn

(Akn))) =

µ(T−1(T−k1(f−1(Ak1))∩ ...∩T−kn(f−1
kn

(Akn)))) = µ(f−1
k1+1(Ak1)∩ ...∩f

−1
kn+1(Akn)).�

Let (X,A, µ) be a probability space, k ∈ N and fn : X → {0, 1, ..., k − 1},
n ∈ Z+, be a sequence of random variables, where on {0, 1, ..., k − 1} we consider
its Borel algebra as a discrete space. Let the random variables be independent and
identically distributed and suppose that µ0(l) = pl, l = 0, 1, ..., k − 1, where µ0 is
their common distribution. The shift τ on the product space {0, 1, ..., k− 1}Z+

with
the product measure is called the one-sided Bernulli shift on the space of sequences
on k symbols with probabilities p0,...,pk−1. Similarly, on the space {0, 1, ..., k − 1}Z

of doubly infinite sequences on k symbols we have the two sided Bernulli shift with
probabilities p0,...,pk−1, which is an automorphism.

Note that the product space {0, 1, ..., k − 1}Z+
has a totally disconnected,

compact, abelian topological group structure and the shift is a continuous epi-
morphism. The Haar measure is the product measure coming from probabilities
p0 = p1 = ... = pk−1 = 1/k. So in this case the Bernulli shift is a particular case of
our first example.

Our third example are the volume preserving vector fields on oriented manifolds.
Let M be a compact, connected, smooth manifold, oriented by a volume element ω,
whose integral on M is equal to 1. It follows from the Riesz representation theorem
that there exists a unique Borel probability measure µω on M such that∫

M
fdµω =

∫
M
fω,

for every continuous f : M → R. If h : M → M is an orientation preserving
diffeomorphism, then from the change of variables formula we have∫

M
fdµω =

∫
M
fω =

∫
M
h∗(fω) =

∫
M

(f ◦ h) · h∗ω =
∫

M
(f ◦ h)dµh∗ω.

It follows from this that

µω(h(A)) =
∫

M
χh(A)dµω =

∫
M

(χh(A) ◦ h)dµh∗ω =
∫

M
χAdµh∗ω = µh∗ω(A)

for every Borel set A ⊂ M . Since h is orientation preserving, there exists a unique
smooth function detω h∗ : M → (0,+∞) such that (h∗ω)x = (detω h∗(x)) · ωx for
every x ∈M . From the chain rule we have detω(g ◦ h)∗ = ((detω g∗) ◦ h) · (detω h∗).
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Let now ξ be a smooth vector field on M . There exists a unique smooth function
divωξ : M → R, called the divergence of ξ with respect to ω, such that d(iξω) =
(divωξ)ω. If (U, x1, ..., xn) is a system of local coodrinates on M , then ω|U =
fdx1 ∧ ... ∧ dxn for some smooth function f : U → R. If ξ = (ξ1, ..., ξn) in the local
coordinates of U , then

divωξ|U =
1
f
·

n∑
k=1

∂(fξk)
∂xk

.

Since the Lie derivative Lξω = d(iξω) + iξ(dω) = (divωξ)ω, we have

divωξ = lim
t→0

detω φt∗ − 1
t

where (φt)t∈R is the flow of ξ. If x ∈ M and ψx(t) = detω φt∗(x), t ∈ R, then
divωξ(x) = ψ′x(0) and

ψ′x(t) = lim
s→0

detω φ(t+s)∗(x)− detω φt∗(x)
s

=

lim
s→0

(detω φs∗(φt(x))) · (detω φt∗(x))− detω φt∗(x)
s

= ψ′φt(x)(0) · ψx(t).

We conclude that divωξ = 0 identically on M if and only if detω φt∗ = 1 for every
t ∈ R if and only if φ∗tω = ω for every t ∈ R. In other words the divergenceless
smooth vector fields are preciesely the volume preserving ones.

1.2 Poincaré recurrence

It is clear from the definitions we gave that the notion of measurable dynamical
system is too general and in order to conclude useful properties we shall need a
minimum of additional information on the nature of a system. There is however a
general remarkable theorem due to H. Poincaré, which is qualitative in nature. We
prove it first in the measure theoretical setting.

1.2.1. Theorem (Poincaré-Gibbs). Let T be an endomorphism of a probability
space (X,A, µ). Let A ∈ A and

A0 = {x ∈ A : Tn(x) ∈ A for infinitely many n ≥ 0}.

Then, A0 ∈ A and µ(A0) = µ(A).

Proof. Let Cn = {x ∈ A : Tm(x) /∈ A for every m ≥ n}. Then, A0 = A \
⋃∞

n=1Cn.
It suffices to prove that Cn ∈ A and µ(Cn) = 0 for every n ∈ N. We observe first
that

Cn = A \
⋃

m≥n

T−m(A) = A \ T−n(
⋃

m≥0

T−m(A)).



1.2. POINCARÉ RECURRENCE 7

Since T is an endomorphism, T−m(A) ∈ A and thus Cn ∈ A. Moreover,

Cn ⊂
⋃

m≥0

T−m(A) \
⋃

m≥n

T−m(A)

and hence
µ(Cn) ≤ µ(

⋃
m≥0

T−m(A))− µ(
⋃

m≥n

T−m(A)) =

µ(
⋃

m≥0

T−m(A))− µ(T−n(
⋃

m≥0

T−m(A))) = 0.�

We shall give now the topological version of Poincaré’s recurrence theorem in
the case of continuous time. A continuous flow on a metric space X is a continuous
one parameter group of homeomorphisms (φt)t∈R of X, that is the evaluation map
φ : R×X → X is continuous. The set

L+(x) = {y ∈ X : φtn(x) → y for some tn → +∞}

is called the positive limit set of x and is closed and invariant under the flow. The
negative limit set L−(x) is defined in the obvious way and has similar properties.
Let P± = {x ∈ X : x ∈ L±(x)} and P = P+ ∩ P−. The closure of P is called the
Birkhoff center of the flow. The points of P+ are called positively recurrent and of
P− negatively recurrent.

1.2.2. Lemma. A point x ∈ X is positively recurrent if and only if for every
neighbourhood V of x there exists t ≥ 1 such that φt(x) ∈ V .

Proof. Only the converse requires proof. Let {Vn : n ∈ N} be a neighbourhood base
of x. According to the hypothesis, there exist tn ≥ 1 such that φtn(x) ∈ Vn, n ∈ N.
Then, φtn(x) → x and either tn → +∞ or the sequence (tn)n∈N has a convergent
subsequence. In the second case there exists some t ≥ 1 such that φt(x) = x,
because of the continuity of the flow, and therefore φnt(x) = x for every n ∈ N.
Hence in any case x ∈ P+. �

1.2.3. Theorem. Let (φt)t∈R be a continuous flow on a separable metric space X,
which preserves a Borel probability measure µ. Then P contains a Borel set of full
measure.

Proof. For any Borel set A ⊂ X, the sets

A+ = A \
∞⋃

n=1

A ∩ φn(A) and A− = A \
∞⋃

n=1

A ∩ φ−n(A)

are Borel. Obviously, (φt(A))± = φt(A±) for every t ∈ R. For every k > l ≥ 0 we
have φk(A+) ∩ φl(A+) = φk−l(A+) ∩ (A+) = ∅. It follows that

∞∑
k=0

µ(A+) =
∞∑

k=0

µ(φk(A+)) = µ(
∞⋃

k=0

φk(A+)) ≤ 1.



8 CHAPTER 1. INTRODUCTION

This can happen only if µ(A+) = 0. Similarly we have µ(A−) = 0. Let now
{An : n ∈ N} be a countable base of the topology of X. Set B± =

⋃
n∈NA

±
n and

B = B+ ∪ B−. According to the above remarks, µ(B+) = µ(B−) = 0 and thus
µ(X \ B) = 1. So it suffices to prove that X \ B ⊂ P . Let x ∈ X \ B and Al be
a basic open set containing x. Then, x ∈ (X \ A+

l ) ∩ (X \ A−l ). Thus, there exist
m, n > 0 such that x ∈ Al ∩ φm(Al) ∩ φ−n(Al). It follows from Lemma 1.2.2 that
x ∈ P . �

1.2.4. Corollary. Let (φt)t∈R be continuous flow on a separable metric space X,
which preserves a Borel probability measure µ. Then the support of µ is contained
in the Birkhoff center of the flow.



Chapter 2

Classical mechanical systems

2.1 Hamiltonian systems

A symplectic vector space is a finite dimensional real vector space equiped with
a non-degenerate, antisymmetric, bilinear form ω. Every symplectic vector space
(V, ω) has even dimension, say 2n for some n ∈ N, and a basis {e1, ..., en, e∗1, ..., e∗n}
such that ω(ei, e∗j ) = δij and ω(ei, ej) = ω(e∗i , e

∗
j ) = 0, for 1 ≤ i, j ≤ n. A linear map

f : V → V is called symplectic if ω(f(u), f(v)) = ω(u, v) for every u, v ∈ V . Every
symplectic f is an isomorphism, (det f)2 = 1 and is conjugate to (f−1)t. Thus, if
λ ∈ C is an eigenvalue of f , then λ̄, 1/λ and 1/λ̄ are also eigenvalues.

A symplectic manifold is a smooth manifold P equipped with a smooth, closed,
non-degenerate, 2-form ω. Thus, the pair (TxP, ωx) is a symplectic vector space for
every x ∈ P . It follows that every symplectic manifold is even dimensional. The
simplest and perhaps most important example is the cotangent bundle of a smooth
manifold. Let M be a smooth manifold of any finite dimension and q : T ∗M → M
be the cotangent bundle map. Let θ be the 1-form on T ∗M defined by θa = a ◦ q∗a
for a ∈ T ∗M and ω = −dθ. We shall describe θ and ω locally. To a system of
local coordinates (U, q1, ..., qn) on M corresponds a local trivialization of q, which
gives local coordinates (q−1(U), q1, ..., qn, p1, ..., pn) on T ∗M , such that if the local
coordinates of x ∈ U are (q1, ..., qn), then the local coordinates of a ∈ q−1(U) are
(q1, ..., qn, p1, ..., pn), where

pi = a(
∂

∂qi
), 1 ≤ i ≤ n.

From the definition of θ we have

θa(
∂

∂qi
) = a(q∗a(

∂

∂qi
)) = a(

∂

∂qi
) = pi

and
θa(

∂

∂pi
) = a(q∗a(

∂

∂pi
)) = a(0) = 0.

This shows that

θ =
n∑

i=1

pidq
i and ω =

n∑
i=1

dqi ∧ dpi.

9
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In particular, ω is non-degenerate and therefore (T ∗M,ω) is a symplectic manifold.
By the theorem of Darboux, every symplectic 2n-manifold (P, ω) can be coverd

by local coordinates (W, q1, ..., qn, p1, ..., pn) such that

ω|W =
n∑

i=1

dqi ∧ dpi.

In these Darboux local coordinates we have

ω ∧ ... ∧ ω = (−1)[n/2] · n! · dq1 ∧ ... ∧ dqn ∧ dp1 ∧ .... ∧ dpn,

where the wedge product on the left hand side is taken n times.
A smooth map f : P → P is called symplectic if f∗ω = ω. It is evidently a

local diffeomorphism and preserves the volume element Ω = ((−1)[n/2]/n!)ω∧ ...∧ω.

2..1.1. Definition. Let (P, ω) be a symplectic manifold. A smooth vector field ξ
on P is call Hamiltonian if there exists a smooth function H : P → R, called the
hamiltonian, such that such dH = iξω.

Since ω is non-degenerate, every smooth function is the hamiltonian of a Hamil-
tonian vector field. The integral curves of a Hamiltonian vector field are locally
solutions of Hamilton’s differential equations. Let (W, q1, ..., qn, p1, ..., pn) be Dar-
boux local coordinates. On the one hand on W we have

dH =
n∑

i=1

∂H

∂qi
· dqi +

n∑
i=1

∂H

∂pi
· dpi

and on the other hand

iξω(
∂

∂qi
) = (

n∑
k=1

dqk ∧ dpk)(ξ,
∂

∂qi
) = −dqi(

∂

∂qi
) · dpi(ξ) = −ṗi

and

iξω(
∂

∂pi
) = (

n∑
k=1

dqk ∧ dpk)(ξ,
∂

∂pi
) = dqi(ξ) · dpi(

∂

∂pi
) = q̇i.

Thus, the equation dH = iξω in the local coordinates of W is equivalent to

n∑
i=1

∂H

∂qi
· dqi +

n∑
i=1

∂H

∂pi
· dpi =

n∑
i=1

(−ṗi)dqi +
n∑

i=1

q̇idpi

or equivalently

q̇i =
∂H

∂pi
and ṗi = −∂H

∂qi
, 1 ≤ i ≤ n,

which are Hamilton’s equations.
It is obvious that the hamiltonian H of a Hamiltonian vector field ξ is a first

integral, since dH(ξ) = ω(ξ, ξ) = 0. Thus, the level sets H−1(c), c ∈ R, are invariant
under the flow of ξ and the qualitative study of its flow falls into the study of the
restrictions on these level sets, the topology of the level sets themselves and the way
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they fill in P . If c is a regular value of H, then H−1(c) is a submanifold of P . The
volume element Ω induces a natural volume element Ω̃ on H−1(c) defined by

Ω̃x(u1, ..., u2n−1) = Ωx(u, u1, ..., u2n−1)

where x ∈ H−1(c), u1, ..., u2n−1 ∈ TxH
−1(c) = ker dHx, and u ∈ TxP is such that

dH(x)u = 1. The definition is clearly independent of u.
The local flow of the Hamiltonian vector field ξ consists of symplectic diffeomor-

phisms of open subsets of P , which therefore preserve the volume element Ω. If φt

is a diffeomorphism of the local flow of ξ for some t ∈ R, then

(φ∗t Ω̃)x(u1, ..., u2n−1) = Ωφt(x)(u, φt∗(x)u1, ..., φt∗(x)u2n−1)

where x ∈ H−1(c), u1, ..., u2n−1 ∈ TxH
−1(c), and u ∈ Tφt(x)P is such that

dH(φt(x))u = 1. Since φt∗(x) : TxP → Tφt(x)P is a linear isomorphism, there is a
unique u0 ∈ TxP such that φt∗(x)u0 = u. Differentiating the equation H ◦ φt = H
we get dH(φt(x)) ◦ φt∗(x) = dH(x). Therefore, dH(x)u0 = 1 and

(φ∗t Ω̃)x(u1, ..., u2n−1) = (φ∗t Ω)x(u0, u1, ..., u2n−1) = Ω̃x(u1, ..., u2n−1)

which shows that φ∗t Ω̃ = Ω̃.

2.2 Mechanical systems on Riemannian manifolds

Let M be a n-dimensional Riemannian manifold with metric g. There is a natural
bundle isomorphism L : TM → T ∗M , such that if v ∈ TxM then L(v) is the linear
form on TxM defined by L(v)(w) = gx(v, w). The inner product gx on TxM is thus
transfered to an inner product g∗x on T ∗xM . If in local coordinates the matrix of
g is G = (gij), then in the dual local coordinates the matrix of g∗ is G−1 = (gij).
If ω = −dθ is the standard symplectic 2-form on T ∗M , then L∗ω = −d(L∗θ) is a
symplectic 2-form on TM .

2.2.1. Definition. A mechanical system on the Riemannian manifold M is a
Hamiltonian vector field ξ on TM with hamiltonian function of the form

E(v) =
1
2
‖v‖2 + V (π(v))

where V : M → R is a smooth function, called the potential energy, π : TM → M
is the tangent bundle projection and ‖ · ‖ is the norm on the fibers of the tangent
bundle defined by the Riemannian metric.

We shall find Hamilton’s equations of motion for a mechanical system on a
Riemannian manifold. First we must find local expressions for L∗θ and L∗ω. Let
(U, q1, ..., qn) be a system of local coordinates on M . Since L(x, v) = (x, gx(v, ·)),
its Jacobian is

DL(x, v) =

(
In 0

∂

∂x
gx(v, ·) gx(·, ·)

)
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or explicitly

DL(x, v)
(
u
w

)
=

(
u

(
∂

∂x
gx(v, ·))u+ gx(·, w)

)
.

It follows that

(L∗θ)(x,v)(u,w) = θL(x,v)(u,
∂

∂x
gx(v, ·))u+ gx(·, w)) = gx(v, u).

This means that if (q1, ..., qn, v1, ..., vn) are the corresponding local coordinates of
π−1(U), then on π−1(U)we have

L∗θ =
n∑

i,j=1

gijv
jdqi

and therefore

L∗ω =
n∑

i,j=1

gijdq
i ∧ dvj +

n∑
i,j,k=1

∂gij

∂qk
· vjdqi ∧ dqk.

Note that the local coordinates on π−1(U) are not Darboux. Next we have

dE =
1
2

n∑
i,j,k=1

∂gij

∂qk
vivjdqk +

n∑
i,k=1

gikv
idvk +

n∑
k=1

∂V

∂qk
dqk,

and

iξL∗ω(
∂

∂qk
) = −

n∑
j=1

gkjdv
j(ξ) +

n∑
i,j=1

∂gij

∂qk
vjdqi(ξ)−

n∑
j,l=1

∂gkj

∂ql
vjdql(ξ),

iξL∗ω(
∂

∂vk
) =

n∑
i=1

gikdq
i(ξ), 1 ≤ k ≤ n.

If I is an open interval, then (q1(t), ..., qn(t), v1(t), ..., vn(t)), t ∈ I, is an integral
curve of ξ if and only if it is a solution of the system of differential equations

n∑
i=1

gikq̇
i =

n∑
i=1

gikv
i

−
n∑

j=1

gkj v̇
j +

n∑
i,j=1

∂gij

∂qk
vj q̇i −

n∑
i,j=1

∂gkj

∂qi
vj q̇i =

1
2

k∑
i,j=1

∂gij

∂qk
vivj +

∂V

∂qk
, 1 ≤ k ≤ n.

It is obvious that the first n equations are equivalent to q̇i = vi, 1 ≤ i ≤ n. The rest
of them can be written

n∑
j=1

gkj v̇
j = −1

2

k∑
i,j=1

∂gij

∂qk
vivj +

n∑
i,j=1

∂gij

∂qk
vjvi −

n∑
i,j=1

∂gkj

∂qi
vjvi − ∂V

∂qk
, 1 ≤ k ≤ n.
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or equivalently, since G is symmetric,

v̇k =
n∑

l=1

gkl

[
1
2

k∑
i,j=1

∂gij

∂ql
vivj −

n∑
i,j=1

∂glj

∂qi
vjvi − ∂V

∂ql

]
= −

n∑
i,j=1

Γk
ijv

ivj −
n∑

l=1

gkl ∂V

∂ql
,

where Γk
ij are the Christofell symbols, because

Γk
ij =

1
2

n∑
l=1

gkl

(
∂gjl

∂qi
+
∂gli

∂qj
− ∂gij

∂ql

)
and thus

n∑
i,j=1

Γk
ijv

ivj =
n∑

i,j=1

n∑
l=1

gkl

(
∂gjl

∂qi
− 1

2
∂gij

∂ql

)
vivj .

So Hamilton’s differential equations can be written locally

q̇k = vk,

v̇k = −
n∑

i,j=1

Γk
ijv

ivj −
n∑

i=1

gki∂V

∂qi
, 1 ≤ k ≤ n,

which are equivalent to the system of second order differential equations

q̈k +
n∑

i,j=1

Γk
ij q̇

iq̇j = −
n∑

i=1

gki∂V

∂qi
, 1 ≤ k ≤ n.

These calculations prove the following.

2.2.2. Proposition. A smooth curve γ : I → M in a Riemannian manifold M is
the projection of an integral curve in TM of the mechanical system with potential
energy V : M → R if and only if

∇γ̇ γ̇ = −gradV.

The mechanical system with potential energy V = 0 of a Riemannian manifoldM
is called the geodesic vector field of M . The metric on M is by definition complete if
the geodesic vector field is complete on TM and so defines a flow, called the geodesic
flow of M . The projected curves on M of the integral curves of the geodesic vector
field are the geodesics.

2.3 Jacobi’s theorem

Let M be a Riemannian manifold with metric g and let V : M → R be a smooth
function bounded from above. Let e ∈ R be such that V (x) < e for every x ∈ M .
On M we consider the new Riemannian metric ge = (e − V )g, called the Jacobi
metric. Let g∗ be the induced by L metric on the fibers of the cotangent bundle
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q : T ∗M →M . If G is the matrix of g in some local coordinates, then the matrix of
g∗ is G−1. The induced Jacobi metric is thus

g∗e =
1

e− V
· g.

The mechanical system with potential energy V is equivalent to the Hamiltonian
vector field on T ∗M with hamiltonian

H(a) =
1
2
g∗(a, a) + V (q(a))

and the geodesic vector field of the Jacobi metric is equivalent to the Hamiltonian
vector field on T ∗M with hamiltonian

He(a) =
1
2
· 1
e− V (q(a))

· g∗(a, a).

Observe that H−1(e) = H−1
e (1).

2.3.1. Lemma. Let (U, ω) be a symplectic vector space and W be a vector subspace
of codimension 1. Then, the subspace K = {v ∈ W : ω(v, w) = 0 for every w ∈ W}
is at most 1-dimensional.

Proof. There exists u ∈ U such that U = W ⊕ 〈u〉. Since ω is non-degenerate,
ω(v, u) 6= 0 for every non-zero v ∈ K. Hence the linear map ω(·, u) : K → R is
one-to-one. �

2.3.2. Proposition. Let (P, ω) be a symplectic manifold and H1, H2 : P → R be
hamiltonians with correspomding Hamiltonian vector fields ξ1 and ξ2. If ci ∈ R is
a regular value of Hi, for i = 1, 2 and S = H−1

1 (c1) = H−1
2 (c2), then there exixts a

smooth function f : S → R \ {0} such that ξ2|S = f · (ξ1|S).

Proof. For every x ∈ S and w ∈ TxS we have 0 = dHi(x)w = ωx(ξi(x), w) and so
ξ1(x) and ξ2(x) are colinear by Lemma 2.3.1, and non-zero because ci is a regular
value of Hi, i = 1, 2. Therefore, there exists a function f : S → R \ {0} such that
ξ2|S = f · (ξ1|S), which is easily seen to be smooth. �

2.3.3. Lemma. Let M be a Riemannian manifold and ξ be the geodesic vector

field, which has mechanical energy E(v) =
1
2
‖v‖2.

(a) Every c > 0 is a regular value of E.
(b) For every c1, c2 > 0 there exists a diffeomorphism h : E−1(c1) → E−1(c2)

such that

h∗(ξ|E−1(c1)) =
√
c2
c1
· (ξ|E−1(c2)).

Proof. (a) In local coordinates (q1, ..., q., v1, ..., vn) we have

dE =
1
2

n∑
i,j,k=1

∂gij

∂qk
vivjdqk +

n∑
i,k=1

gikv
idvk.
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So for x ∈M and v ∈ TxM with E(v) = c we have dE(v)(0, v) = gx(v, v) = 2c > 0.

(b) If h : TM → TM is the diffeomorphism with h(v) =
(√c2

c1

)
v, then clearly h

satisfies our requirements.�
Summurizing now we have the following.

2.3.4. Theorem (Jacobi). Let M be a Riemannian manifold and V : M → R be
a smooth function for which there exists e ∈ R such that V (x) < e for every x ∈M .
Let ξ be the mechanical system with potential function V . If e is a regular value of

the mechanical energy E(v) =
1
2
‖v‖2 + V (π(v)), then the restricted system on the

level of mechanical energy e is a reparametrization of the restricted geodesic flow on
the unit tangent bundle of M with respect to the Jacobi metric.

Recall that by Sard’s theorem the set of critical values of a smooth function has
Lebesgue measure zero. Thus, if the potential energy is bounded from above, we can
always find an upper bound which is a regular value of the mechanical energy. The
theorem of Jacobi reduces the theoretical study of mechanical systems to the study
of geodesic flows. In the sequel with the term geodesic flow we shall always mean
the dynamical system defined on the unit tangent bundle of a complete Riemannian
manifold by restriction of the geodesic vector field.

2.4 The Liouville measure

Let M be a complete Riemannian manifold with metric g and ξ be the geodesic
vector field on TM . Let (U, q1, ..., qn) be a system of local coordinates on M and
(π−1(U), q1, ..., qn, v1, ..., vn) be the corresponding system of local coordinates on
TM . As we saw in section 2 of this chapter, the symplectic 2-form in these local
coordinates of π−1(U) is

L∗ω =
n∑

i,j=1

gijdq
i ∧ dvj +

n∑
i,j,k=1

∂gij

∂qk
· vjdqi ∧ dqk.

So ξ preserves

L∗ω ∧ ... ∧ L∗ω = c(detG)dq1 ∧ ... ∧ dqn ∧ dv1 ∧ ... ∧ dvn,

where c is a constant depending only on the dimension of M . Let

Ω =
1
c
L∗ω ∧ ... ∧ L∗ω.

The induced volume element Ω̃ on the unit tangent bundle T 1M , defines a Borel
probability measure preserved by the geodesic flow, called the Liouville measure on
T 1M . We shall describe locally the volume element Ω̃ on T 1M . The part of T 1M
in the system of local coordinates we consider is described by the equation

n∑
i,j=1

gij(q1, ..., qn)vivj = 1.
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For every (q1, ..., qn) this equation describes an ellipsoid in {(q1, ..., qn)} × Rn. We
shall construct a new system of coordinates on π−1(U), which converts this ellipsoid
to a (n − 1)-sphere. Since the matrix G(q1, ..., qn) is symmetric and positively
definite, it has positive eigenvalues and can be diagonalized. More precisely, there
exists an orthogonal matrix A(q1, ..., qn) = (aij(q1, ..., qn)) such that AtGA = In.
We consider now coordinates (q1, ..., qn, u1, ..., un) on π−1(U) such that

vi =
n∑

j=1

aij(q1, ..., qn)uj ,

and we have

1 =
n∑

i,j=1

gijv
ivj =

n∑
i,j=1

gij

( n∑
k=1

aiku
k

)( n∑
l=1

ajlu
l

)
=

n∑
k,l=1

( n∑
i,j=1

aikgijajl

)
ukul =

n∑
k=1

(uk)2,

It follows that in π−1(U) we have

Ω = (detG)dq1 ∧ ... ∧ dqn ∧ dv1 ∧ ... ∧ dvn =

(detG)(detA)dq1 ∧ ... ∧ dqn ∧ du1 ∧ ... ∧ dun =
√

detGdq1 ∧ ... ∧ dqn ∧ du1 ∧ ... ∧ dun.

This means that Ω is locally the product of the Riemannian volume element on
M with the euclidean volume element on the fibers of the tangent bundle. Hence
the Liouville measure is locally the product of the Riemannian measure with the
(n− 1)-spherical Lebesgue measure on the fibers of the unit tangent bundle.



Chapter 3

Dynamical systems on compact
metric spaces

3.1 Invariant measures on compact metric spaces

Let X be a compact metrizable space. Every Borel measure µ on X is regular, that
is for every Borel set B ⊂ X and ε > 0 there exist an open set V ⊂ X and a closed
set C ⊂ X such that C ⊂ B ⊂ V and µ(V \ C) < ε. Consequently,

µ(B) = sup{µ(C) : C ⊂ B, C closed in X} = inf{µ(V ) : B ⊂ V, V open in X}.

From the Riesz representation theorem follows that the set M(X) of all Borel prob-
ability measures on X is in a one-to-one, onto correspondence with the set of all
positive linear forms J : C(X) → R with J(1) = 1. The correspondence is defined
by the formula

J(f) =
∫

X
fdµ, f ∈ C(X), µ ∈M(X).

Since C(X) is separable, M(X) endowed with the weak topology becomes a
compact metrizable space.

3.1.1. Lemma. Let T : X → X be a continuous, onto map. A Borel measure µ
on X is T -invariant if and only if∫

X
(f ◦ T )dµ =

∫
X
fdµ

for every f ∈ C(X).

Proof. If µ is T -invariant, then the conclusion is a direct consequence of the definition
of the integral. For the converse, since the measure is regular and T is continuous
and onto, it suffices to prove that µ(T−1(A)) = µ(A) for every closed set A ⊂ X.
Indeed, if A is closed, there exists a decreasing sequence of continuous functions
fn : X → [0, 1] such that f−1

n (1) = A, for every n ∈ N, which converges pointwise
to χA. Thus, we have

µ(T−1(A)) =
∫

X
χT−1(A)dµ =

∫
X

(χA ◦ T )dµ = lim
n→+∞

∫
X

(fn ◦ T )dµ =

17
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lim
n→+∞

∫
X
fndµ =

∫
X
χAdµ = µ(A).�

Every continuous, onto map T : X → X induces a continuous map T∗ : M(X) →
M(X) defined by ∫

X
fdT∗µ =

∫
X

(f ◦ T )dµ, f ∈ C(X),

and µ is T -invariant if and only if T∗µ = µ.

3.1.2. Theorem. Every continuous, onto map T : X → X of a compact metrizable
space X has a T -invariant Borel probability measure.

Proof. Let µ0 ∈M(X). The sequence

µn =
1
n

n−1∑
k=0

T k
∗ µ0, n ∈ N,

has a weakly convergent subsequence (µnk
)k∈N to some µ ∈ M(X), since M(X) is

a compact metrizable space with respect to the weak topology. Then, we have

T∗µnk
− µnk

=
1
nk

(
Tnk
∗ µ0 − µ0

)
and for every f ∈ C(X) we get

∣∣∫
X
fdTnk

∗ µ0 −
∫

X
fdµ0

∣∣ = ∣∣∫
X

(f ◦ Tnk)dµ0 −
∫

X
fdµ0

∣∣ ≤ 2‖f‖.

It follows that ∣∣∫
X
fdT∗µ−

∫
X
fdµ

∣∣ ≤ 2‖f‖
nk

→ 0,

that is T∗µ = µ. �

In the same way one can prove that every continuous flow (φt)t∈R on a compact
metrizable space X has an invariant Borel probability measure. In this case we get
the continuous flow ((φt)∗)t∈R on M(X) and the measure µ is invariant under the
flow on X if and only if it is a fixed point of this flow on M(X). The proof runs
along the lines of the proof of 3.1.2, considering the sequence

µn =
1
n

∫ n−1

0
(φt)∗µ0dt, n ∈ N.

It is obvious that the support of every flow invariant measure is a closed invariant
subset of X and is contained in the Birkhoff center, by 1.2.4.

In the sequel we shall denote by MT (X) the set of T -invariant Borel probability
measures of a continuous, onto map T and by Mφ(X) the set of invariant Borel
probability measures of a flow (φt)t∈R. In both cases it is evident that we have a
weakly compact convex set.
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3.2 Uniquely ergodic dynamical systems

Let X be a compact metrizable space. A continuous, onto map T : X → X is called
uniquely ergodic if there a unique T -invariant Borel probability measure, that is
MT (X) is a singleton. Similarly a continuous flow is called uniquely ergodic if it
has a unique invariant Borel probability measure.

3.2.1. Theorem. For a continuous, onto map T : X → X of a compact metrizable
space X, the following assertions are equivalent :

(i) T is uniquely ergodic.
(ii) For every f ∈ C(X) the sequence of continuous functions

1
n

n−1∑
k=0

f ◦ T k, n ∈ N,

converges uniformly to a constant (the integral of f with respect to the unique in-
variant measure).

(iii) For every f ∈ C(X) the sequence of continuous functions

1
n

n−1∑
k=0

f ◦ T k, n ∈ N,

converges pointwise to a constant.

Proof. Suppose first that T is uniquely ergodic and µ is the unique T -invariant Borel
probability measure. We shall prove (ii) by contradiction. If (ii) is not true, there
exists some f ∈ C(X) for which there are ε > 0, nk → +∞ and points xk ∈ X,
k ∈ N such that

∣∣ 1
nk

nk−1∑
i=0

f ◦ T i(xk)−
∫

X
fdµ

∣∣ ≥ ε, k ∈ N.

For every k ∈ N, the combination of Dirac point measures

µk =
1
nk

nk−1∑
i=0

δT i(xk)

is an element of M(X). So we may assume that the sequence (µk)k∈N converges to
some ν ∈M(X). Obviously,

∣∣∫
X
fdν −

∫
X
fdµ

∣∣ ≥ ε,

and therefore ν 6= µ. However, for every g ∈ C(X) we have∫
X

(g ◦ T )dν = lim
k→+∞

1
nk

nk∑
i=1

(g ◦ T i)(xk)
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and
1
nk

nk∑
i=1

(g ◦ T i)(xk) =
∫

X
gdµk +

1
nk

[
(g ◦ Tnk(xk)− g(xk)

]
,

while
1
nk

∣∣(g ◦ Tnk(xk)− g(xk)
∣∣ ≤ 2‖g‖

nk
→ 0.

Hence ∫
X

(g ◦ T )dν = lim
k→+∞

∫
X
gdµk =

∫
X
gdν,

which means that ν is another T -invariant Borel probability measure. It remains
to prove that if (iii) is true, then T is uniquely ergodic. If (iii) is true, then by the
Riesz representation theorem there exists a Borel probability measure µ such that∫

X
fdµ = lim

n→+∞

1
n

n−1∑
k=0

f ◦ T k

for every f ∈ C(X). Obviously, µ is T -invariant. Let now ν ∈ MT (X). For every
f ∈ C(X) and n ∈ N we have∫

X
fdν =

∫
X

(
1
n

n−1∑
k=0

f ◦ T k

)
dν.

Since ∣∣ 1
n

n−1∑
k=0

(f ◦ T k)(x)
∣∣ ≤ ‖f‖,

for every x ∈ X, by dominated convergence we have∫
X
fdν =

∫
X

(
lim

n→+∞

1
n

n−1∑
k=0

f ◦ T k

)
dν =

∫
X

(∫
X
fdµ

)
dν =

∫
X
fdµ.�

In the same way, replacing the sums with Riemann integrals and using Fubini’s
theorem one can prove the following.

3.2.2. Theorem. For a continuous flow (φt)t∈R on a compact metrizable space X
the following are equivalent :

(i) The flow is uniquely ergodic.
(ii) For every f ∈ C(X) we have

lim
t→±∞

1
t

∫ t

0
(f ◦ φs)ds =

∫
X
fdµ

uniformly on X.
(iii) For every f ∈ C(X) there is a constant c ∈ R such that for every x ∈ X we

have

lim
t→±∞

1
t

∫ t

0
f(φs(x))ds = c.
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The topological behavior of uniquely ergodic flows can be described as follows.

3.2.3. Proposition. Let (φt)t∈R be a uniquely ergodic flow on a compact metrizable
space X, with invariant Borel probability measure µ with support suppµ. Then,

(i) suppµ ⊂ L+(x) ∩ L−(x) for every x ∈ X,
(ii) suppµ is a minimal set, that is it is non-empty, closed invariant and has no

proper subset with these properties, and
(iii) the restricted flow on suppµ is uniquely ergodic.

Proof. Let z ∈ suppµ and W be an open neighbourhood of z in X. Since µ(W ) > 0
and the measure is regular, there is some C ⊂W closed in X with µ(C) > 0. There
exists a continuous function f : X → [0, 1] such that f−1(1) = C and f−1(0) =
X \W . For every x ∈ X we have from 3.2.2,

lim
t→±∞

1
t

∫ t

0
f(φs(x))ds =

∫
X
fdµ ≥

∫
C
fdµ = µ(C) > 0.

So, for every t0 > 0 there are s < −t0 < 0 < t0 < t such that φs(x), φt(x) ∈ W .
This proves (i), while (ii) and (iii) are immediate consequences. �

A similar proposition is true for uniquely ergodic homeomorphisms. Recall that
a closed invariant set is minimal if and only if every orbit in it is dense. In view
of 3.2.3, uniquely ergodic dynamical systems with dense orbits are of particular
interest.

3.2.4. Theorem. Let T : X → X be a continuous, onto map of the compact
metrizable space X. If

(i) the sequence {T k : k ∈ Z+} is equicontinuous, and
(ii) there exists some x0 ∈ X such that {T k(x0) : k ∈ Z+} = X,

then T is uniquely ergodic.

Proof. For every f ∈ C(X) the sequence

fn =
1
n

n−1∑
k=0

f ◦ T k, n ∈ N,

is equicontinuous and uniformly bounded by ‖f‖. Thus, from Ascoli’s theorem,
there exists a subsequence (fnk

)k∈N which converges uniformly to some g ∈ C(X).
Then,

g(T (x)) = lim
k→+∞

1
nk

nk∑
i=1

(f ◦ T i)(x) = g(x),

for every x ∈ X. Our assumption (ii) implies now that g must be constant on X.
For every µ ∈MT (X) we have∫

X
fdµ = lim

k→+∞

1
nk

nk−1∑
i=0

∫
X

(f ◦ T i)dµ = lim
k→+∞

∫
X
fnk

dµ = g(x0).
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This proves that MT (X) is a singleton. �

Note that if T is a homeomorphism, the sequence {T k : k ∈ Z} is equicontinuous
if and only if T is an isometry with respect to some metric compatible with the
topology of X. Of course, a similar statement like 3.2.4 is true in the case of
continuous flows.

Let now G be a 1st countable, compact (Hausdorff) topological group. Then
G is metrizable and there is a compatible metric which is invariant under left and
right translations. For instance, in the case of the n-torus Tn = S1 × ... × S1 the
invariant metric is

d(x, y) =
n∑

i=1

|xi − yi|,

where x = (x1, ..., xn) and y = (y1, ..., yn). So, for any g ∈ G, if Tg : G → G is the
left translation Tg(x) = gx, then the sequence {T k

g : k ∈ Z} is equicontinuous and
leaves the Haar measure invariant.

3.2.5. Corollary. A left translation of a compact, mertizable topological group G
is uniquely ergodic if and only if it has a dense orbit in G.

Proof. If a left translation is uniquely ergodic, then the support of the Haar measure
is a minimal set, by 3.2.3. Therefore, every orbit is dense in G. The converse follows
immediately form 3.2.4. �

Note that if a left translation of a compact metrizable topological group has a
dense orbit, then every orbit is dense and the group must be abelian. In the case
of the torus we have the following.

3.2.6. Theorem (Kronecker). If the real numbers 1, a1,...,ak are linearly inde-
pendent over Q, then every orbit of the translation

T (e2πix1 , ..., e2πixk) = (e2πi(x1+a1), ..., e2πi(xn+ak))

is dense in the k-torus and so T is uniquely ergodic.

We shall give an elementary proof which makes use of a couple of lemmas.

3.2.7. Lemma. If a1,...,ak are irrational numbers, then for every ε > 0 there exist
s ∈ N and b1,...,bk ∈ Z such that |sai − bi| < ε, 1 ≤ i ≤ k.

Proof. Let n ∈ N be such that 1/n < ε. We consider the partition of the cube [0, 1]k

into nk subcubes with edges of length 1/n. The points (ma1−[ma1], ...,mak−[mak]),
0 ≤ m ≤ nk, are nk + 1, and thus at least two of them belong to the same cube of
the partition, that is there are 0 ≤ m2 < m1 ≤ nk such that

|(m1 −m2)ai − ([m1ai]− [m2ai])| <
1
n
< ε, 1 ≤ i ≤ k.

It suffices to take now s = m1 −m2 and bi = [m1ai]− [m2ai], 1 ≤ i ≤ k. �
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3.2.8. Lemma. If a is an irrational number, then for every ε > 0 and x ∈ R there
exist n, m ∈ Z such that |na−m− x| < ε.

Proof. By 3.2.7, for every k ∈ N there are sk ∈ N and bk ∈ Z such that
limk→+∞ (ska+ bk) = 0. If tk = ska + bk, then tk 6= 0 for every k ∈ N, because a
is irrational. Dividing x with tk, we find some lk ∈ Z such that |x − lktk| < |tk|
and therefore limk→+∞ |lktk − x| = 0. Since lktk = (lksk)a + (lkbk), we have the
conclusion. �

Proof of 3.2.6. It suffices to prove that the orbit of the point (1, ..., 1) is dense in
T k. We perform induction on k. The case k = 1 is precisely 3.2.8. Suppose that we
have proved the theorem in dimension k−1. Our assumption says in particular that
a1,...,ak are irrational. By 3.2.7, for every ε > 0 there exist s ∈ N and b1,...,bk ∈ Z
such that |sai − bi| < ε/2, 1 ≤ i ≤ k. If

a′i =
sai − bi
sak − bk

, 1 ≤ i ≤ k,

then a′k = 1 and a′1,...,a
′
k−1, 1 are linearly independent over Q. Thus, by the induc-

tion hypothesis, for every x1,...,xk ∈ R there are c1,...ck ∈ Z such that

|cka′i − ci − (xi − xka
′
i)| <

ε

2
, 1 ≤ i ≤ k − 1.

Substituting a′i we find∣∣∣∣( ck + xk

sak − bk

)
(sai − bi)− ci − xi

∣∣∣∣ < ε

2
, 1 ≤ i ≤ k,

because and for i = k we have cka′k − ck − (xk − xka
′
k) = 0, since a′k = 1. Let now

N ∈ Z be such that ∣∣∣∣N − ck + xk

sak − bk

∣∣∣∣ < 1,

and set n = sN and mi = Nbi + ci, 1 ≤ i ≤ k. Then,

|nai −mi − xi| = |N(sai − bi)− ci − xi|

and
|N(sai − bi)−

ck + xk

sak − bk
· (sai − bi)| < |sai − bi|.

It follows that

|N(sai − bi)− ci − xi| ≤ |sai − bi|+
∣∣∣∣ ck + xk

sak − bk
· (sai − bi)− ci − xi

∣∣∣∣ < ε

2
+
ε

2
= ε,

for every 1 ≤ i ≤ k. This proves the theorem. �

3.2.9. Corollary. If a is irrational, then the rotation ra(z) = e2πiaz of the unit
circle S1 = {z ∈ C : |z| = 1} is uniquely ergodic.

A rational rotation of the circle is never uniquely ergodic, because every point
is then periodic, and so the normalized sum of the Dirac point measures of the
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points of a periodic orbit is another invariant Borel probability measure, apart from
the Haar measure. In the next sections of this chapter we shall find more general
homeomorphisms of the circle that are uniquely ergodic, not necessarily preserving
the Haar measure.

We end this section remarking that the property of unique ergodicity is invariant
under topological conjugancies. Recall that two continuous onto maps T1, T2 : X →
X of the compact metrizable space X are topologically conjugate if there exists a
homeomorphism h : X → X such that T1 ◦ h = h ◦ T2. The homeomorphism h is
called topological conjugation. If h is only continuous and onto, then the maps are
called semi-conjugate and h is caled semi-conjugation.

3.3 Homeomorphisms of the circle

Let f : S1 → S1 be a homeomorphism. There is then a homeomorphism F : R → R
such that f(e2πit) = e2πiF (t) for every t ∈ R. Such an F is called a lift of f . Clearly,
any two lifts of f differ by an integer. The original homeomorphism f is orientation
preserving if and only if F is increasing, and orientation reversing if F is decreasing.
It is easy to see that in the later case F (t + k) = F (t) − k for every k ∈ Z, and f
has exactly two fixed points. We shall be concerned exclusively with orientation
preserving homeomorphisms f of S1. Then F (t+ k) = F (t) + k for every k ∈ Z or
equivalently F − id is periodic with period 1. So we have a well defined continuous
function ψ : S1 → R with ψ(e2πit) = F (t)− t, the displacement function.

3.3.1. Lemma. If a = min{ψ(z) : z ∈ S1} and b = max{ψ(z) : z ∈ S1}, then
b− a < 1.

Proof. If s, t ∈ R and s ≤ t < s+ 1, then

ψ(e2πis)− ψ(e2πit) = F (s)− s− F (t) + t ≤ t− s < 1,

because F is increasing. Therefore, ψ(e2πis) < 1 + ψ(e2πit) for every t ∈ [s, s + 1).
Consequently, ψ(e2πis) < 1 + a for every s ∈ R, and so b < 1 + a. �

3.3.2. Proposition (Poincaré). There exists a constant ρ(F ) ∈ R such that

lim
n→+∞

1
n

(Fn − id) = ρ(F )

uniformly on R.

Proof. Let µ ∈Mf (S1) and ψn : S1 → R be the induced continuous function

ψn(e2πit) =
1
n

(Fn(t)− t).

Then, ψ = ψ1 and

1
n

n−1∑
k=0

(ψ ◦ fk)(e2πit) =
1
n

n−1∑
k=0

ψ(e2πiF k(t)) =
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1
n

n−1∑
k=0

(F − id)(F k(t)) =
1
n

n−1∑
k=0

F k+1(t)− F k(t) =
1
n

(Fn(t)− t) = ψn(e2πit).

Thus, the integral of ψn is equal to the integral of ψ and∫
S1

(
nψn − n

∫
S1

ψdµ

)
dµ = 0.

Applying now 3.3.1 for fn, which lifts to Fn with displacement function nψn, we
get

min{nψn(z)− n

∫
S1

ψdµ : z ∈ S1} > ‖nψn − n

∫
S1

ψdµ‖ − 2,

and
‖ψn −

∫
S1

ψdµ‖ < 1
n
,

for every n ∈ N. Hence

lim
n→+∞

ψn =
∫

S1

ψdµ

uniformly on S1. �

3.3.3. Remarks. (a) As the proof of 3.3.2 shows, for every µ ∈Mf (S1) we have

ρ(F ) =
∫

S1

ψdµ.

(b) ‖Fn − id− nρ(F )‖ < 1 for every n ∈ N.
(c) If a = ρ(F ), there exists some t0 ∈ R such that

Fn(t0)− t0 − na = nψn(e2πit0)− n

∫
S1

ψdµ = 0.

So Fn(t0) = Rna(t0), or in other words R−na ◦ Fn has a fixed point t0, where
Rna : R → R is the translation Rna(t) = t+ na.
(d) For every a ∈ R we have ρ(Ra) = a.
(e) Since Rk ◦ F = F ◦Rk for every k ∈ Z, we have

(Rk ◦ F )n − id

n
=
Rnk ◦ Fn − id

n
=
Fn − id+ nk

n
→ ρ(F ) + k.

It follows from 3.3.3(e) that the number ρ(f) = e2πiρ(F ) ∈ S1 does not depend
on the particular lift F of f . It is called the Poincaré rotation number of f .

3.3.4. Proposition. An orientation preserving homeomorphism f : S1 → S1 has
a periodic orbit if and only if ρ(f) ∈ Q/Z.

Proof. Let F be a lift of f . If z0 = e2πit0 is a periodic point of f of period q, then
z0 = f q(e2πit0) = e2πiF q(t0), and therefore p = F q(t0)− t0 ∈ Z. So we have

ρ(F ) = lim
n→+∞

Fnq(t0)− t0
nq

= lim
n→+∞

np

nq
=
p

q
.
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Conversely, if ρ(F ) = p/q ∈ Q, then from 3.3.3(c), R−p ◦F q has a fixed point t0 ∈ R
or equivalently F q(t0) = t0 + p. �

As in the case of flows, if f : X → X is a homeomorphism of a metric space X,
the set

L+(x) = {y ∈ X : fnk(x) → y for some nk → +∞}

is called the positive limit set of the point x ∈ X, and is a closed invariant set.
Similarly, the negative limit set L−(x) is defined and has the same properties.

3.3.5. Proposition. If the orientation preserving homeomorphism f : S1 → S1

has irrational rotation number, then there exists a compact f-invariant set K ⊂ S1

with the following properties.
(i) L+(x) = L−(x) = K for every x ∈ S1, and in particular K is minimal.
(ii) Either K = S1 or K is a Cantor set.
(iii) suppµ = K for every f-invariant Borel probability measure.

Proof. Let x ∈ S1 and K = L+(x). Since K is closed and invariant, we have
L+(y) ∪ L−(y) ⊂ K for every y ∈ K. The connected components In, n ∈ Z, of
S1 \ K are permuted by f . Let now y ∈ S1 \ K. If L+(y) ∩ (S1 \ K) 6= ∅, there
are some n, k, l ∈ Z with k > l such that fk(y), f l(y) ∈ In. This means that y ∈
f−k(In) ∩ f−l(In) and therefore fk−l(In) ∩ In 6= ∅. Then, fk−l(Īn) = Īn, and from
the intermediate value theorem fk−l must have a fixed point in Īn. This contradicts
3.3.4, since f is supposed to have irrational rotation number. Hence L+(y) ⊂ K
and similarly L−(y) ⊂ K for every y ∈ S1. In other words, we have shown that
L+(y) ∪ L−(y) ⊂ L+(x) for every x, y ∈ S1 and similarly L+(y) ∪ L−(y) ⊂ L−(x).
Thus L+(y) ∪ L−(y) ⊂ L+(x) ∩ L−(x) for every x, y ∈ S1, and symmetrically we
get

L+(x) ∪ L−(x) ⊂ L+(y) ∩ L−(y) ⊂ L+(y) ∪ L−(y) ⊂ L+(x) ∩ L−(x)

for every x, y ∈ S1. Hence K = L+(y) = L−(y) = L+(x) = L−(x) for every x,
y ∈ S1. It is clear now that K is a perfect set. If K is not totally disconnected,
it contains an open interval J ⊂ S1. Then, for every x ∈ S1 there exists n ∈ Z
such that fn(x) ∈ J , that is x ∈ f−n(J) ⊂ K. This shows that K = S1, if it is
not a Cantor set. Obviously, K = {x ∈ S1 : x ∈ L+(x)}, and so from Poincaré’s
recurrence theorem we have suppµ ⊂ K for every µ ∈Mf (S1). Since K is minimal,
we must have equality. �

3.3.6. Lemma. Let f : S1 → S1 be an orientation preserving homeomorphism
with irrational rotation number, F be a lift of f and a = ρ(F ). If t ∈ R and
C(t) = {Fn(t) +m : n,m ∈ Z}, then the function Ft : C(t) → Z + aZ with

Ft(Fn(t) +m) = m+ an

is strictly increasing, onto.

Proof. If Fn(t) +m < F k(t) + l, then Fn−k(t) < t+ l −m and therefore

F 2(n−k)(t) < Fn−k(t+ l −m) = Fn−k(t) + (l −m) < t+ 2(l −m).
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Inductively now we have

F q(n−k)(t) < Fn−k(t) + (q − 1)(l −m) < t+ q(l −m)

for every q ∈ N. Dividing by q and taking the limit for q → +∞, we find
(n− k)a ≤ l −m. Since a is irrational, we must have (n− k)a < l −m. �

3.3.7. Theorem (Poincaré). If f : S1 → S1 is an orientation preserving
homeomorphism with irrational rotation number ρ(f) = e2πia, there exists an
orientation preserving, continuous, onto map h : S1 → S1 such that h ◦ f = ra ◦ h.
If f has a dense orbit in S1, then h is a homeomorphism.

Proof. Let K be the unique minimal set of f given by 3.3.5, and let z0 = e2πit0 ∈ K.
Let F be a lift of f . If C is the orbit of z0, the function H : p−1(C) → Z + aZ with
H(Fn(t0)+m) = m+an is a bijection, by 3.3.6, where p : R → S1 is the exponential
map p(t) = e2πit. Moreover, H(Fn(t0)+m+1) = m+1+an = H(Fn(t0)+m)+1,
and

H(F (Fn(t0) +m)) = H(Fn+1(t0) +m) = m+ (n+ 1)a = Ra(H(Fn(t0) +m)),

or in other words H ◦ F = Ra ◦H. We extend H to p−1(C) setting

H(s) = lim
t∈p−1(C),t→s

H(t).

The right and left limits exist due to the monotonicity of H, and they are equal
because Z + aZ is dense in R, since a is irrational. The function H is continuous
and increasing, but not necessarily strictly. Indeed, if I is a connected component of
R \ p−1(C), then H takes the same value at the endpoints of I. We can extend now
H continuously on R requiring H to take on a connected component I of R\p−1(C)
the value it takes at its endpoints. Thus, we get a continuous, onto, increasing map
H : R → R such that H(t + 1) = H(t) + 1 for every t ∈ R and H ◦ F = Ra ◦ H.
Therefore, h : S1 → S1 defined by h(e2πit) = e2πiH(t) is continuous, onto, preserves
the orientation of S1 and h ◦ f = ra ◦ h. Moreover, h(K) = h(f(K)) = ra(h(K)),
from which follows that h(K) = S1. It is evident from the construction of H that
if K = S1, then H is strictly increasing and hence h is a homeomorphism. �

3.3.8. Theorem. An orientation preserving homeomorphism f : S1 → S1 is
uniquely ergodic if it has irrational rotation number.

Proof. Let µ ∈ Mf (S1). According to 3.3.7, there exists an orientation preserving,
onto, continuous map h : S1 → S1 such that h ◦ f = ra ◦ h, where ρ(f) = e2πia. For
every g ∈ C(S1) we have∫

S1

(g ◦ ra)dh∗µ =
∫

S1

(g ◦ ra ◦ h)dµ =
∫

S1

(g ◦ h ◦ f)dµ =

∫
S1

(g ◦ h)df∗µ =
∫

S1

(g ◦ h)dµ =
∫

S1

gdh∗µ,
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which means that h∗µ is invariant under ra. Hence h∗µ is the normalized Lebesgue
measure, by 3.2.9. If K = S1, then h is a homeomorphism and so µ is unique.
Suppose that K 6= S1. and µ1, µ2 ∈ Mf (S1). According to the above, h∗µ1 =

h∗µ2 = h∗µ, where µ =
1
2
(µ1 +µ2). It suffices to prove that µ1(I) = µ2(I) for every

open interval I = (t, s) in S1. First we observe that for every Borel set B ⊂ S1 we
have

µ1(h−1(B)) = h∗µ1(B) = h∗µ2(B) = µ2(h−1(B)) = µ(h−1(B)).

The set J = h(I) is an interval or a singleton. If I ′ = h−1(J), then I ′ is an interval
with endpoints t′ < s′ containing I. Since h(I) = h(I ′) and h is monotonous, we
have h(t) = h(t′) and h(s) = h(s′), which implies that (t′, t) ∪ (s, s′) ⊂ S1 \ K.
Consequently,

µ(I ′ \ I) = µ((t′, t) ∪ (s, s′)) = 0,

and therefore µ1(I ′ \ I) = µ2(I ′ \ I) = 0. It follows that

µ1(I) = µ1(I ′) = µ1(h−1(J)) = µ2(h−1(J)) = µ2(I ′) = µ2(I). �

3.4 Denjoy’s theorem

In this section and the next we shall study the bevavior of sufficiently smooth dif-
feomorphisms of the circle. Let f : S1 → S1 be an orientation preserving C2

diffeomorphism and F be a lift of f . Then, DF (t) > 0 and DF (t− [t]) = DF (t) for
every t ∈ R. Let

c = sup{|D
2F (t)|
DF (t)

: t ∈ [0, 1]}.

3.4.1. Lemma. If t, s ∈ R and t < s, then∣∣∣∣log
DFn(t)
DFn(s)

∣∣∣∣ ≤ c ·
n−1∑
k=0

|F k(t)− F k(s)|

for every n ∈ N.

Proof. From the chain rule we have

DFn(t) =
n−1∏
k=0

DF (F k(t)),

and by the mean value theorem∣∣∣∣log
DFn(t)
DFn(s)

∣∣∣∣ ≤ n−1∑
k=0

| logDF (F k(t))− logDF (F k(s))| ≤ c ·
n−1∑
k=0

|F k(t)− F k(s)|.�

The goal of this section is to prove the following.
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3.4.2. Theorem (Denjoy). An orientation preserving C2 diffeomorphism
f : S1 → S1 with irrational rotation number ρ(f) = e2πia is topologically conjugate
to the rotation ra.

Proof. In view of the results of the preceding section, it suffices to prove that the
unique minimal set K of f is equal to S1. We proceed to prove this by contradiction.
So suppose that K 6= S1 and let I = p((t0, s0)) be a connected component of S1 \K,
where p is the exponential map. Let ln be the length of the interval p−1(fn(I))∩[0, 1].
For every t, s ∈ [t0, s0] we have∣∣∣∣log

DFn(t)
DFn(s)

∣∣∣∣ ≤ c
n−1∑
k=0

lk ≤ c

from 3.4.1. It follows that DFn(t) ≤ ecDFn(s) for every t, s ∈ [t0, s0]. By the mean
value theorem we get

DFn(t) ≤ ec · ln
l0

for every t ∈ [t0, s0]. Since f has no periodic point, the intervals p−1(fn(I))∩ [0, 1],
n ∈ Z, are disjoint and therefore ∑

n∈Z
ln ≤ 1.

Hence limn→±∞ ln = 0 and limn→±∞DFn = 0 uniformly on [t0, s0]. Let d =
l0/ce

c+1. Then for every n ≥ 0 and every t0 − d < t < t0 we have

DFn(t) ≤ eDFn(t0).

Indeed, this is trivial for n = 0. By induction, suppose that we have proven it for
all 0 ≤ k < n. By 3.4.1, for all t0 − d ≤ t < t0 we have∣∣∣∣log

DFn(t)
DFn(t0)

∣∣∣∣ ≤ c ·
n−1∑
k=0

|F k(t)− F k(t0)|.

From the mean value theorem, there exist uk ∈ (t, t0) such that∣∣∣∣log
DFn(t)
DFn(t0)

∣∣∣∣ ≤ cd
n−1∑
k=0

DF k(uk),

and by the induction hypothesis,∣∣∣∣log
DFn(t)
DFn(t0)

∣∣∣∣ ≤ cde

n−1∑
k=0

DF k(t0) ≤ cdec+1
n−1∑
k=0

lk
l0
≤ 1
l0
cdec+1 = 1,

from which the inequality follows. The above imply now that

DFn(t) ≤ ec+1 ln
l0
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for every n ∈ N and t ∈ [t0− d, s0], and thus DFn → 0 uniformly on [t0− d, s0]. Let
z0 = e2πit0 and nk → +∞ be such that fnk(z0) → z0. There exists some k ∈ N such

that DFnk(t) < 1/2 for every t ∈ [t0 − d, s] and fnk(z0) ∈ p((t0 −
d

2
, s0)). Then,

|Fnk(t)− Fnk(t0)| <
d

2

for every t ∈ [t0 − d, t0], by the mean value theorem, and there exists m ∈ Z such
that

|Fnk(t0) +m− t0| <
d

2
.

Thus, |Fnk(t) + m − t0| < d for every t ∈ [t0 − d, t0]. This means that if J =
p([t0 − d, t0]), then fnk(J) ⊂ J . Since J is an interval, fnk must have a fixed point
in J . This contradiction proves the theorem. �

3.5 C1 diffeomorphisms of Denjoy

In this section we shall show that 3.4.2 is not true for C1 diffeomorphisms by con-
structing an orientation preserving C1 diffeomorphism f : S1 → S1 with irrational
rotation number which is not topologically conjugate to a rotation.

Let a ∈ R \Q and t0 ∈ R \ (Z+aZ). Since Z+aZ is dense in R, the same is true
for t0 + Z + aZ. Let ln > 0, n ∈ Z, be such that

∑
n∈Z ln = ρ, where 0 < ρ ≤ 1. For

instance, ln = ρ
π (arctan(n + 1) − arctann). We consider the functions q : R → R+

with

q(t) =

{
0, if t /∈ t0 + Z + aZ
ln, if t = t0 +m+ an for some m,n ∈ Z.

and J : R → R defined by

J(t) =

{
(1− ρ)t+

∑
0≤s≤t q(s), if t ≥ 0

(1− ρ)t−
∑

t<s≤0 q(s), if t < 0 .

3.5.1. Lemma The function J is strictly increasing, continuous except at the points
of the set t0 + Z + aZ, where it is only right continuous and from the left has jump
ln at the point t0 +m+ an. Moreover, it has the following properties.

(i) J(0) = 0, J(t+ 1) = J(t) + 1 for every t ∈ R, and so J(k) = k for k ∈ Z.
(ii) The set C = J(R) is closed, perfect, totally disconnected and R1(C) = C,

where R1 : R → R is the translation R1(t) = t+ 1.
(iii) µ(C ∩ [0, 1]) = 1− ρ, where µ is the Lebesgue measure.

Proof. Firstly J is strictly increasing, because if t1 > t2 ≥ 0, then

J(t1) = (1− ρ)t1 +
∑

0≤s≤t1

q(s) > (1− ρ)t2 +
∑

0≤s≤t2

q(s) = J(t2),
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since t0 + Z + aZ is dense in R and so there exists s ∈ t0 + Z + aZ, with t1 > s > t2.
Similarly, if t1 < t2 < 0, then

J(t1) = (1− ρ)t1 −
∑

t1<s≤0

q(s) < (1− ρ)t2 −
∑

t2<s≤0

q(s) = J(t2).

Finally, if t1 < 0 < t2, then

J(t1) = (1−ρ)t1−
∑

t1<s≤0

q(s) < (1−ρ)t1 ≤ (1−ρ)t2 < (1−ρ)t2+
∑

0≤s≤t2

q(s) = J(t2).

For the continuity of J , let t ≥ 0. If tk ↘ t, then

J(tk) = (1− ρ)tk +
∑

0≤s≤tk

q(s) ↘ (1− ρ)t+
∑

0≤s≤t

q(s) = J(t),

which shows that J is right continuous at t. If tk ↗ t, then

J(tk) = (1− ρ)tk +
∑

0≤s≤tk

q(s) ↗ (1− ρ)t+
∑

0≤s<t

q(s) = J(t)− q(t).

Thus, if t /∈ t0 + Z + aZ, then q(t) = 0 and J(tk) → J(t), while if t = t0 +m+ an,
then q(t) = ln and therefore J(tk) → J(t)− ln. This shows that J is left continuous
at every t ≥ 0 with t /∈ t0 + Z + aZ, but at t = t0 +m + an has jump ln from the
left. Similarly for t < 0.
(i) Obviously, 0 /∈ t0 + Z + aZ, and so q(0) = 0. Hence J(0) = 0. Observe that
for every t ∈ R and for every n ∈ Z, there exists a unique m ∈ Z such that
t0 +m + an ∈ (t, t + 1], because (t, t + 1] has unit length. Consequently, for every
t ∈ R we have ∑

t<s≤t+1

q(s) =
∑
n∈Z

ln = ρ.

If t ≥ 0, then
J(t+ 1) = (1− ρ)(t+ 1) +

∑
0≤s≤t+1

q(s) =

(1− ρ)t+
∑

0≤s≤t

q(s) + (1− ρ) +
∑

t<s≤t+1

q(s) = J(t) + 1− ρ+ ρ = J(t) + 1.

If −1 ≤ t < 0 then

J(t+ 1) = (1− ρ)(t+ 1) +
∑

0≤s≤t+1

q(s) =

(1− ρ)t−
∑

t<s≤0

q(s) + (1− ρ) +
∑

t<s≤t+1

q(s) = J(t) + 1− ρ+ ρ = J(t) + 1.

Finally, if t < −1, then t+ 1 < 0 and

J(t+ 1) = (1− ρ)(t+ 1)−
∑

t+1<s≤0

q(s) =
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(1− ρ)t−
∑

t<s≤0

q(s) + (1− ρ) +
∑

t<s≤t+1

q(s) = J(t) + 1− ρ+ ρ = J(t) + 1.

(ii) To show that C is perfect let t ∈ R. Since t0 + Z + aZ is dense in R, there are
tk ∈ t0 + Z + aZ such that tk ↘ t and tk 6= t. By the right continuity of J we have
J(tk) ↘ J(t) and J(tk) 6= J(t), since J is strictly increasing. Thus every point of
C is an accumulation point. If C contains an open interval I, then I ∩ J(R) 6= ∅.
Let t ∈ R be such that J(t) ∈ I and tk ∈ t0 + Z + aZ such that tk ↘ t. Then
J(tk) ↘ J(t) ∈ I, and so there is some k0 ∈ N such that J(tk) ∈ I for every k ≥ k0.
Let k ≥ k0. Since tk ∈ t0 + Z + aZ, there exist m,n ∈ Z such that tk = t0 +m+ an.
Then ∅ 6= (J(tk)−ln, J(tk))∩I ⊂ (R\C)∩I, contradiction. Finally, from (i) we have
J(t+1) = J(t)+1, that is J ◦R1 = R1 ◦J and hence J(R) = J(R1(R)) = R1(J(R)).
Thus,

C = J(R) = R1(J(R)) = R1(J(R)) = R1(C).

(iii) We have

µ(C ∩ [0, 1]) = µ([0, 1])− µ([0, 1] \ C) = 1−
∑

0≤s≤1

q(s) =

1−
∑

0<s≤1

q(s) = 1−
∑
n∈Z

ln = 1− ρ. �

Recall that

J(R) = R \
⋃

n,m∈Z
[J(t0 +m+ an)− ln, J(t0 +m+ an))

and
C = J(R) = R \

⋃
n,m∈Z

(J(t0 +m+ an)− ln, J(t0 +m+ an)).

Let In,m = [J(t0 +m+ an)− ln, J(t0 +m+ an)], n,m ∈ Z. Then,

R \ C =
⋃

n,m∈Z
int(In,m).

Let H : R → R be the function defined by

H(x) =

{
t, if x = J(t) for some t ∈ R
t0 +m+ an, if x ∈ In,m.

3.5.2. Lemma. The function H continuous, increasing, H ◦J = id and H(C) = R.
Moreover, the following hold.

(i) H(0) = 0, H(x+1) = H(x)+1 for every x ∈ R, and so H(k) = k for k ∈ Z.
(ii) For every x ∈ J(R+) we have µ(C ∩ [0, x]) = (1− ρ)H(x).

Proof. From the definition of H it is clear that H ◦ J = id. Therefore, H(C) =
H(J(R)) ⊃ H(J(R)) = R. The continuity of H follows easily from the definitions
and the fact that t0 + Z + aZ is dense in R.
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(i) From the definition ofH we have 0 = J(0) ∈ J(R) and soH(0) = 0. To show that
H(x+ 1) = H(x) + 1 for every x ∈ R, we consider cases. If x ∈ J(R), and x = J(t)
for some t ∈ R, then H(x + 1) = H(J(t) + 1) = H(J(t + 1)) = t + 1 = H(x) + 1.
Consequently, H(x + 1) = H(x) + 1 for every x ∈ C, by the continuity of H.
If x ∈ R \ C =

⋃
n,m∈Z int(In,m), there exist n,m ∈ Z such that x ∈ int(In,m),

and so H(x) = t0 + m + an. The open interval R1(int(In,m)) has right endpoint
J(t0 + m + an) + 1 = J(t0 + (m + 1) + an), and is the connected component of
R \C which contains x+ 1. Since x+ 1 ∈ In,m+1, from the definition of H we have
H(x+ 1) = t0 + (m+ 1) + an = t0 +m+ an+ 1 = H(x) + 1.
(ii) If x ∈ J(Z+), then from 3.5.1 we have µ(C ∩ [0, 1]) = 1− ρ and R1(C) = C and
so µ(C ∩ [0, x]) = (1 − ρ)x = (1 − ρ)H(x), because H(x) = x. If x ∈ J(R+) with
0 ≤ x < 1 and x = J(t) for some t > 0, we observe that∑

{n,m∈Z:In,m⊂[0,x]}

ln =
∑

{n,m∈Z:In,m⊂[0,J(t)]}

ln =
∑

0≤s≤t

q(s),

because In,m ⊂ [0, x] if and only if [J(t0 +m+an)− ln, J(t0 +m+an)] ⊂ [J(0), J(t)]
or equivalently 0 < t0 +m+ an ≤ t. Therefore,

µ(C ∩ [0, x]) = µ([0, x])− µ([0, x] \ C) =

x−
∑

{n,m∈Z:In,m⊂[0,x]}

ln = J(t)−
∑

0≤s≤t

q(s) =

(1− ρ)t+
∑

0≤s≤t

q(s)−
∑

0≤s≤t

q(s) = (1− ρ)t = (1− ρ)H(x).

if x ∈ J(R+), then

µ(C ∩ [0, x]) = µ(C ∩ [0, [x]]) + µ(C ∩ [[x], x]) =

(1− ρ)[x] + µ(C ∩ [0, x− [x]]) = (1− ρ)[x] + (1− ρ)H(x− [x]) =

(1− ρ)H([x] + x− [x]) = (1− ρ)H(x). �

3.5.3. Proposition. If F : R → R is an increasing homeomorphism such that
F (x+ 1) = F (x) + 1 for every x ∈ R, the following are equivalent.

(i) H ◦ F = Ra ◦H, where Ra : R → R is the translation Ra(x) = x+ a.

b) F (x) = J(H(x) + a) for every x ∈ J(R).

Proof. Suppose that H ◦ F = Ra ◦H, that is H(F (x)) = H(x) + a for every x ∈ R.
Let x0 ∈ J(R) be such that H(x0) /∈ t0 +Z+aZ, and so x0 /∈ In,m, and in particular
x0 6= J(t0 +m+an) for every n,m ∈ Z. Then H(F (x0)) = H(x0)+a /∈ t0 +Z+aZ.
So F (x0) ∈ J(R) and F (x0) = J(H(x0) + a). Since H ◦F = Ra ◦H, inductively we
have H ◦F k = (Ra)k ◦H = Rka ◦H, that is H(F k(x)) = H(x) + ka for every x ∈ R
and k ∈ Z. For every k, λ ∈ Z we have H(F k(x0))+λ = H(x0)+ka+λ /∈ t0+Z+aZ
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and therefore F k(x0) + λ ∈ J(R). Moreover, F k(x0) + λ = J(H(x0) + ak + λ) for
every k, λ ∈ Z. Let now x = J(t) for some t ∈ R. The set

H(x0) + Z + aZ = {H(x0) + λ+ ak : k, λ ∈ Z} = {H(F k(x0) + λ) : k, λ ∈ Z}

is dense in R. Since J is everywhere right continuous, the set {F k(x0)+λ : k, λ ∈ Z}
is dense in J(R), and so in C also. Thus, there are kn, λn ∈ Z, n ∈ N, such that
H(x0) + λn + akn ↘ t, and then

F kn(x0) + λn = J(H(x0) + λn + akn) ↘ x.

By the continuity and the monotonicity of H, the right continuity of J and since
H ◦ J = id we have

J(H(x) + a) = J(H( lim
n→+∞

(F kn(x0) + λn)) + a) =

J( lim
n→+∞

H(F kn(x0) + λn) + a) = lim
n→+∞

J(H(F kn(x0) + λn) + a) =

lim
n→+∞

J(H(x0) + λn + akn + a) = lim
n→+∞

J(H(x0) + λn + (kn + 1)a) =

lim
n→+∞

(F kn+1(x0) + λn) = lim
n→+∞

F ((F kn(x0) + λn)) =

F ( lim
n→+∞

(F kn(x0) + λn)) = F (x).

Conversely, suppose that F (x) = J(H(x) + a) for every x ∈ J(R). If
x ∈ J(R), then H(F (x)) = H(J(H(x) + a)) = H(x) + a, and the same is
true for every x ∈ C by continuity. If x ∈ R \ C, then x ∈ In,m for some
n,m ∈ Z. We observe that F (J(t)) = J(t + a) for every t ∈ R and therefore
F (J(R)) = J(R). Since F is a homeomorphism we have F (C) = C. We also have
F (In,m) = In+1,m. Indeed, if x = J(t0 +m+ an), then H(x) = t0 +m+ an and so
F (x) = J(H(x) + a) = J(t0 +m+ (n+ 1)a), which is the right endpoint of In+1,m.
Hence H(F (x)) = t0 +m+ an+ a = H(x) + a = Ra(H(x)) for every x ∈ In,m. �

3.5.4. Corollary. If F : R → R is an increasing homeomorphism with F (x+ 1) =
F (x) + 1 and H ◦ F = Ra ◦H, then

(i) F (C) = C, and
(ii) the set {F k(x) + λ : k, λ ∈ Z} is dense in C for every x ∈ C.

Proof. The first claim was proved in 3.5.3, where we also proved that if x ∈ J(R)
and H(x) /∈ t0+Z+aZ, then the set {F k(x)+λ : k, λ ∈ Z} is dense in C. It remains
to examine the following two cases. First, if x = J(t0 +m+ an) for some n,m ∈ Z,
then form 3.5.3 we have

F k(x) + λ = J(H(x) + ka+ λ) = J(H(J(t0 +m+ an)) + ka+ λ) =

J(t0 +m+ an+ ka+ λ) = J(t0 + (m+ λ) + (n+ k)a) ∈ J(t0 + Z + aZ).

But since the set t0 + Z + aZ is dense in R and J is right continuous, it follows that
{F k(x)+λ : k, λ ∈ Z} is dense in C. Let now x ∈ C \J(R) = {J(t0 +m+ an)− ln :
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n,m ∈ Z}. Since limn→±∞ ln = 0, the set {J(t0+m+an)−ln : n,m ∈ Z} is dense in
C and since F is a homeomorphism with F (C) = C, the set {F k(x) + λ : k, λ ∈ Z}
is dense in C. �

For the rest of the section we make the additional assumption that

lim
n→±∞

ln+1

ln
= 1 and

ln+1

ln
>

1
3

for every n ∈ Z.

This is true for ln = ρ
π (arctan(n+ 1)− arctann).

3.5.5. Lemma. There exist C1 diffeomorphisms Fn,0 : In,0 → In+1,0, n ∈ Z, with
the following properties.

(i) F ′n,0(J(t0 + an)− ln) = F ′n,0(J(t0 + an)) = 1.

(ii) 0 < F ′n,0(x) ≤ 1 + 6| ln+1
ln

− 1| for every x ∈ In,0, n ∈ Z, and

lim
n→±∞

(sup{|F ′n,0(x)− 1| : x ∈ In,0}) = 0.

Proof. For simplicity in notation we set an = J(t0 + an)− ln, bn = J(t0 + an) and

cn = 6( ln+1
ln

− 1) > −4. Let Fn,0 : In,0 → In+1,0 be defined by

Fn,0(x) = an+1 +
∫ x

an

[1 +
cn

l2n
(y − an)(bn − y)]dy.

Then Fn,0 is obviously C1, Fn,0(an) = an+1 and

Fn,0(bn) = an+1 +
∫ bn

an

dy +
cn
l2n

∫ bn

an

(y − an)(bn − y)dy =

an+1 + (bn − an) +
cn

l2n

(bn − an)3

6
=

an+1 + ln + (
ln+1

ln
− 1)ln =

an+1 + ln + ln+1 − ln = an+1 + ln+1 = bn+1.

Also, Fn,0 is strictly increasing, because for every x ∈ In,0 we have

F ′n,0(x) = 1 +
cn
l2n

(x− an)(bn − x) > 1− 4
l2n

(x− an)(bn − x) ≥ 1− 4
l2n
· l

2
n

4
= 0.

Since Fn,0 is continuous and strictly increasing,

Fn,0(In,0) = Fn,0([an, bn]) = [an+1, bn+1] = In+1,0,

that is Fn,0 is a C1 diffeomorphism onto In+1,0. We also have

F ′n,0(J(t0 + an)− ln) = F ′n,0(bn − ln) = F ′n,0(an) = 1 +
cn

l2n
(an − an)(bn − an) = 1,
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and similarly, F ′n,0(J(t0 + an)) = F ′n,0(bn) = 1. Finally, for every x ∈ In,0 we have

|F ′n,0(x)− 1| = |cn|
l2n

(x− an)(bn − x) ≤ |cn|
l2n

(bn − an)2 =
|cn|
l2n

· l2n = |cn|,

and hence supx∈In,0
|F ′n,0(x)− 1| → 0, for n→ ±∞. �

3.5.6. Theorem. There exists an increasing C1 diffeomorphism F : R → R such
that H ◦ F = Ra ◦H and F (x+ 1) = F (x) + 1 for every x ∈ R.

Proof. For every n ∈ Z let Fn,0 : In,0 → In+1,0 be the C1 diffeomorphism of 3.5.5
defined by

Fn,0(x) = an+1 +
∫ x

an

[1 +
cn

l2n
(y − an)(bn − y)]dy.

For every m ∈ Z, define Fn,m : In,m → In+1,m by

Fn,m = Rm ◦ Fn,0 ◦R−m.

Then Fn,m is an increasing C1 diffeomorphism and F ′n,m(x) = F ′n,0(x−m) for every
x ∈ In,m. Let G : R → (0,+∞), be defined by

G(x) =

{
1, if x ∈ C
F ′n,m(x), if x ∈ In,m, n,m ∈ Z.

Since supx∈In,0
|F ′n,0(x)−1| → 0 for n→ ±∞, by 3.5.5, G is continuous and bounded.

Let M > 1 be such that 0 ≤ G(x) ≤ M for every x ∈ R. Let now F : R → R be
defined by

F (x) = J(a) +
∫ x

0
G(s)ds.

Then F is an increasing C1 diffeomorphism onto R, since G > 0. Moreover,

F (x) = J(H(x) + a)

for every x ∈ J(R). Indeed, let x ∈ J(R) and x ≥ 0. If In,m ⊂ [0, x], then∫
In,m

G(s)ds =
∫

In,m

F ′n,m(s)ds =
∫

In,0

F ′n,0(s) =

∫ bn

an

[1 +
cn
l2n

(s− an)(bn − s)]ds = ln +
cn

l2n

(bn − an)3

6
=

ln + (
ln+1

ln
− 1)ln = ln+1 = q(t0 +m+ (n+ 1)a).

Consequently, ∫ x

0
G(s)ds = µ(C ∩ [0, x]) +

∫
[0,x]\C

G(s)ds =

µ(C ∩ [0, x]) +
∑

{n,m∈Z:In,m⊂[0,x]}

∫
In,m

G(s)ds =
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µ(C ∩ [0, x]) +
∑

{n,m∈Z:In,m⊂[0,x]}

q(t0 +m+ an+ a) =

(1− ρ)H(x) +
∑

0≤s≤H(x)

q(s+ a).

Therefore,

F (x) = J(a) +
∫ x

0
G(s)ds =

(1− ρ)a+
∑

0≤s≤a

q(s) + (1− ρ)H(x) +
∑

0≤s≤H(x)

q(s+ a) =

(1− ρ)(H(x) + a) +
∑

0≤s≤a

q(s) +
∑

a≤s≤H(x)+a

q(s) =

(1− ρ)(H(x) + a) +
∑

0≤s≤H(x)+a

q(s) = J(H(x) + a),

since q(a) = 0. Similarly, F (x) = J(H(x) + a) for every x ∈ J(R) with x < 0.
Because of 3.5.2, it remains to prove that F (x+ 1) = F (x) + 1 for every x ∈ R. We
consider cases. If x ∈ J(R), then F (x+ 1) = J(H(x+ 1) + a) = J(H(x) + 1 + a) =
J(H(x)+a)+1 = F (x)+1 and from the continuity of F the same is true for x ∈ C.
If x ∈ In,m for some n,m ∈ Z, then

F (J(t0 +m+ an)− ln) = J(a) +
∫ J(t0+m+an)−ln

0
G(s)ds =

J(a)+
∫ J(t0+m+an)

0
G(s)ds−

∫
In,m

G(s)ds = F (J(t0 +m+an))−
∫

In,m

F ′n,m(s)ds =

J(H(J(t0 +m+an))+a)−
∫

In,m

F ′n,m(s)ds = J(t0 +m+an+a)−
∫

In,m

F ′n,m(s)ds =

J(t0 +m+ an+ a)− ln+1 = an+1

and so
F (x) = an+1 +

∫ x

an

F ′n,m(s)ds = Fn,m(x).

It follows that

F (x+ 1) = Fn,m+1(x+ 1) = Rm+1 ◦ Fn,0 ◦R−m−1(x+ 1) =

Fn,0(x−m) +m+ 1 = Fn,m(x) + 1 = F (x) + 1. �

The C1 diffeomorphism F : R → R of 3.5.6 is increasing and F (x + 1) =
F (x)+1 for every x ∈ R. Moreover, the set C is F -invariant, perfect, closed, totally
disconnected, has Lebesgue measure µ(C ∩ [0, 1]) = 1− ρ and every orbit of F in C
is dense in it.

If we define f : S1 → S1 by

f(e2πit) = e2πiF (t)
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then f is an orientation preserving C1 diffeomorphism with lift F and has rotation
number ρ(f) = e2πia, since H ◦ F = Ra ◦ H. The set K = p(C), is a minimal
Cantor set of f , because {Fn(x) + m : n,m ∈ Z} is dense in C for every x ∈ C.
The normalized Lebesgue measure of K is µ(K) = µ(C ∩ [0, 1]) = 1 − ρ, but µ is
not f -invariant.



Chapter 4

Ergodicity

4.1 Ergodic endomorphisms

Let (X,A, µ) be a probability space. An endomorphism T : X → X is called
ergodic if for any A ∈ A such that µ(A4T−1(A)) = 0 we have µ(A) = 0 or 1.

4.1.1. Proposition. Let (X,A, µ) be a probability space. For an endomorphism
T : X → X the following assertions are equivalent.

(i) T is ergodic.
(ii) µ(A) = 0 or 1, for every A ∈ A such that T−1(A) = A.
(iii) For every A, B ∈ A such that µ(A) > 0 and µ(B) > 0 there exists n ∈ Z+

such that µ(T−n(A) ∩B) > 0.

Proof. It is trivial that (i) implies (ii). For the converse, let A ∈ A be such
that µ(A4T−1(A)) = 0. It suffices to find B ∈ A such that µ(A4B) = 0 and
T−1(B) = B, because then from our assumption we have µ(A) = 0 or 1. Set

B =
∞⋂

n=0

∞⋃
k=n

T−k(A).

Then clearly T−1(B) = B, and

T−k(A)4A ⊂
k−1⋃
i=0

T−(i+1)(A)4T−i(A) =
k−1⋃
i=0

T−i(T−1(A)4A).

Thus,

µ(T−k(A)4A) ≤
k−1∑
i=0

µ(T−i(T−1(A)4A)) = kµ(T−1(A)4A) = 0

for every k ∈ Z+. Moreover,( ∞⋃
k=n

T−k(A)
)
4A ⊂

∞⋃
k=n

T−k(A)4A

39
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and therefore

µ

(( ∞⋃
k=n

T−k(A)
)
4A

)
= 0

for every n ∈ Z+. It follows that

µ(A4B) = lim
n→+∞

µ

(( ∞⋃
k=n

T−k(A)
)
4A

)
= 0.

To prove that (i) implies (iii) let A, B ∈ A be such that µ(A) > 0 and µ(B) > 0, but
µ(T−n(A) ∩ B) = 0 for every n ∈ Z+. If C = ∪∞n=1T

−n(A), then T−1(C) ⊂ C and
µ(C ∩B) = 0. Hence µ(C) = 0 or 1, because µ(C4T−1(C)) = µ(C)−µ(T−1(C)) =
0. On the other hand, µ(C) ≥ µ(T−1(A)) = µ(A) > 0, and we must have µ(C) = 1.
But now µ(C ∪B) = 1 also, and therefore

1 = µ(C ∪B) = µ(C) + µ(B)− µ(C ∩B) = 1 + µ(B),

that is µ(B) = 0, which contradicts the assumption. Finally, we prove that (iii)
implies (ii). Let A ∈ A be such that T−1(A) = A with 0 < µ(A) < 1. If (iii)
is true and since µ(A) > 0 and µ(X \ A) > 0, there exists n ∈ Z+ such that
µ(T−n(A) ∩ (X \ A)) > 0. This is impossible, because T−n(A) = A for every
n ∈ Z+. �

Let (X,A, µ) be a probability space and T : X → X be an endomorphism.
A measurable function f : X → R is called T -invariant µ-almost everywhere if
f = f ◦ T µ-almost everywhere. If f = f ◦ T everywhere on X, then f is called T -
invariant. If f is T -invariant µ-almost everywhere, there is a measurable T -invariant
function g : X → R such that g = f µ-almost everywhere. Indeed, define g = f on
the set

∞⋂
k=0

T−k({x ∈ X : f(x) = f(T (x))})

and g = 0 everywhere else. If T is an automorphism, we take the intersection from
−∞ to +∞.

4.1.2. Proposition. Let (X,A, µ) be a probability space and T : X → X be an
endomorphism. The following are equivalent.

(i) T is ergodic.
(ii) Every measurable T -invariant µ-almost everywhere function is constant µ-

almost everywhere.
(iii) Every measurable T -invariant µ-almost everywhere function in L2(µ) is

constant µ-almost everywhere.

Proof. To prove that (i) implies (ii) let f : X → R be a measurable T -invariant
µ-almost everywhere function. For every k ∈ Z and n ∈ Z+, let

A(k, n) = {x ∈ X :
k

2n
≤ f(x) <

k + 1
2n

}.

By the invariance of f , we have µ(A(k, n)4T−1(A(k, n)) = 0, and therefore
µ(A(k, n)) = 0 or 1, by the ergodicity of T . Since for every fixed n ∈ Z+ the
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family {A(k, n) : k ∈ Z} is a partition of X, there exists some kn ∈ Z such that
µ(A(kn, n)) = 1. If Y = ∩∞n=1A(kn, n), then µ(Y ) = 1 and f is constant on Y ,
because for any x, y ∈ Y we have |f(x)− f(y)| < 2−n for every n ∈ Z+. It remains
to prove that (iii) implies (i). Let A ∈ A be such that µ(A4T−1(A)) = 0. Then,
χA ∈ L2(µ) and is T -invariant µ-almost everywhere. If (iii) is true, then χA is
constant µ-almost everywhere, which means exactly that µ(A) = 0 or 1. �

In the above we have fixed a probability space and defined when an endomor-
phism will be called ergodic. Suppose that X is a compact metrizable space and
T : X → X is a continuous onto map. An element µ ∈ MT (X) is called ergodic if
T is ergodic with respect to µ.

4.1.3. Proposition. If T : X → X is a continuous, onto map of the compact
metrizable space X, then the ergodic measures are precisely the extreme points of
MT (X).

Proof. Let µ ∈ MT (X) be non-ergodic. Then, there exists a Borel set A such that
T−1(A) = A and 0 < µ(A) < 1. The Borel measures µ1 and µ2 defined by

µ1(B) =
µ(A ∩B)
µ(A)

, µ2(B) =
µ((X \A) ∩B)

µ(X \A)

belong to MT (X), are different, and µ = µ(A)µ1 +(1−µ(A))µ2. Hence µ is not an
extreme point of MT (X). For the converse, suppose that µ ∈ MT (X) is ergodic,
but is not an extreme point, that is there exist µ1, µ2 ∈MT (X) such that µ1 6= µ2

and µ = tµ1 + (1− t)µ2, for some 0 < t < 1. Obviously, µ1 is absolutely continuous
with respect to µ, and so the Radon-Nikodym derivative dµ1/dµ exists. Let

A1 = {x ∈ X :
dµ1

dµ
(x) < 1}, A2 = {x ∈ X :

dµ1

dµ
(x) > 1}.

Since ∫
A1∩T−1(A1)

dµ1

dµ
dµ+

∫
A1\T−1(A1)

dµ1

dµ
dµ = µ1(A1) =

µ1(T−1(A1)) =
∫

A1∩T−1(A1)

dµ1

dµ
dµ+

∫
T−1(A1)\A1

dµ1

dµ
dµ,

we have ∫
A1\T−1(A1)

dµ1

dµ
dµ =

∫
T−1(A1)\A1

dµ1

dµ
dµ.

Moreover,
µ(A1 \ T−1(A1)) = µ(A1)− µ(A1 ∩ T−1(A1)) =

µ(T−1(A1))− µ(A1 ∩ T−1(A1)) = µ(T−1(A1) \A1).

If now µ(A1 \ T−1(A1)) > 0, then

µ(A1 \ T−1(A1)) >
∫

A1\T−1(A1)

dµ1

dµ
dµ =

∫
T−1(A1)\A1

dµ1

dµ
dµ ≥ µ(T−1(A1) \A1).
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This contradiction shows that we must necessarily have µ(A1 \ T−1(A1)) =
µ(T−1(A1) \ A1) = 0 or in other words µ(A14T−1(A1)) = 0. Hence µ(A1) = 0
or 1, since µ is assumed to be ergodic. If µ(A1) = 1, then

1 = µ1(X) =
∫

A1

dµ1

dµ
dµ < µ(A1) = 1.

This contradiction shows that µ(A1) = 0. Similarly, µ(A2) = 0. It follows that

dµ1

dµ
= 1

µ-almost everywhere, and therefore µ = µ1, contradiction. �

4.1.4. Corollary. If the continuous, onto map T : X → X of the compact metriz-
able space X is uniquely ergodic, then it is ergodic with respect to the unique T -
invariant Borel probability measure on X.

This gives our first example of an ergodic endomorphism. Namely, a left
translation of a compact, metrizable topological group, which has a dense orbit is
ergodic with respect to the Haar measure. In particular, from Kronecker’s theorem
we have the following.

4.1.5. Corollary. If the real numbers 1, a1,...,ak are linearly independent over Q,
the translation

T (e2πix1 , ..., e2πixk) = (e2πi(x1+a1), ..., e2πi(xn+ak))

of the k-torus is ergodic with respect to the Haar measure.
Recall that if X is a non-empty set, a class S of subsets of X is called a

semialgebra if (i) ∅ ∈ S, (ii) A∩B ∈ S for every A, B ∈ S and (iii) for every A ∈ S
there exist mutually disjoint E1,...,En ∈ S such that X \A = E1 ∪ ... ∪En. A class
of subsets of X is called an algebra if it contains ∅ and is closed under finite unions
and complements. The intersection of algebras is an algebra. The smallest algebra
which contains a class C of subsets of X is called the algebra generated by C. The
algebra generated by a semialgebra S consists of sets of the form A1 ∪ ... ∪ An,
where A1,...,An ∈ S are mutually disjoint. If (X,A, µ) is a probability space and
the σ-algebra A is generated by an algebra E , then for every A ∈ A and ε > 0 there
exists E ∈ E such that µ(A4E) < ε.

4.1.6. Lemma. Let (X,A, µ) be a probability space and T : X → X be an en-
domorphism. Then, T is ergodic, if there is a semialgebra S which generates the
σ-algebra A such that

lim
n→+∞

1
n

n−1∑
k=0

µ(T−k(A) ∩B) = µ(A)µ(B)

for every A, B ∈ S.
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Proof. It suffices to prove that the hypothesis extends to all members of A, because
then the conclusion is an immediate consequense of 4.1.1. Let E be the algebra
generated by S. It is clear that the hypothesis is extended to all members of E . It
is also clear that E generates A. Let A, B ∈ A and ε > 0. There exist E, G ∈ E
such that µ(A4E) < ε and µ(B4G) < ε. For every k ∈ Z+ we have

(T−k(A) ∩B)4(T−k(E) ∩G) ⊂ (T−k(A)4T−k(E)) ∪ (B4G),

and therefore

|µ(T−k(A) ∩B)− µ(T−k(E) ∩G)| ≤ µ((T−k(A) ∩B)4(T−k(E) ∩G)) < 2ε.

It follows that ∣∣ 1
n

n−1∑
k=0

µ(T−k(A) ∩B)− µ(A)µ(B)
∣∣ ≤

1
n

∣∣n−1∑
k=0

µ(T−k(A) ∩B)−
n−1∑
k=0

µ(T−k(E) ∩G)
∣∣+ ∣∣ 1

n

n−1∑
k=0

µ(T−k(E) ∩G)− µ(E)µ(G)
∣∣

+
∣∣µ(E)µ(G)− µ(A)µ(B)

∣∣ <
2ε+

∣∣ 1
n

n−1∑
k=0

µ(T−k(E) ∩G)− µ(E)µ(G)
∣∣+ ∣∣µ(E)µ(G)− µ(A)µ(G)

∣∣
+
∣∣µ(A)µ(G)− µ(A)µ(B)

∣∣ <
2ε+

∣∣ 1
n

n−1∑
k=0

µ(T−k(E) ∩G)− µ(E)µ(G)
∣∣+ µ(A4E)µ(G) + µ(B4G)µ(A) <

4ε+
∣∣ 1
n

n−1∑
k=0

µ(T−k(E) ∩G)− µ(E)µ(G)
∣∣.

Hence

lim
n→+∞

∣∣ 1
n

n−1∑
k=0

µ(T−k(A) ∩B)− µ(A)µ(B)
∣∣ < 4ε. �

Let now (E,F , µ) be a probability space and τ : EZ+ → EZ+
be the shift. The set

S of all cylinders π−1
i1

(Ai1)∩ ...∩π−1
in

(Ain), Ai1 ,...,Ain ∈ F , n ∈ Z+, is a semialgebra.
If A = π−1

i1
(Ai1) ∩ ... ∩ π−1

in
(Ain) and B = π−1

j1
(Bj1) ∩ ... ∩ π−1

jm
(Bjm), there exists

some k0 ∈ Z+ such that

max{j1, ..., jm} < k0 + min{i1, ..., in},

and for every k ≥ k0 we have

τ−k(A) ∩B = π−1
i1+k(Ai1) ∩ ... ∩ π−1

in+k(Ain) ∩ π−1
j1

(Bj1) ∩ ... ∩ π−1
jm

(Bjm).

Obviously, µZ+
(τ−k(A) ∩B) = µZ+

(A)µZ+
(B), for every k ≥ k0. Hence

1
n

n−1∑
k=0

µZ+
(τ−k(A) ∩B) =

1
n

k0−1∑
k=0

µZ+
(τ−k(A) ∩B) +

1
n

n−1∑
k=k0

µZ+
(A)µZ+

(B) =
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1
n

k0−1∑
k=0

µZ+
(τ−k(A) ∩B) +

n− k0

n
µZ+

(A)µZ+
(B),

from which follows that

lim
n→+∞

1
n

n−1∑
k=0

µZ+
(τ−k(A) ∩B) = µZ+

(A)µZ+
(B).

From 4.1.6 we conclude that the shift τ is an ergodic endomorphism of the product
probability space (EZ+

,FZ+
, µZ+

).

4.2 The ergodic theorem

In physics the orbit of a point under an endomorphism T : X → X of a probability
space (X,A, µ) represents the history of a phase of the studied physical system. The
σ-algebra A describes all the observable events and µ the probability of occurence
of each event. The measurememt of a physical parameter is represented mathemati-
cally by a measurable function f : X → R. The measurement is carried out in many
succesive times and the time average

1
n

n−1∑
k=0

f(T k(x))

is of interest for large n. A basic problem is whether this average has a limit for
n → +∞. If the limit exists, it is taken as the central value of f . In this section
we shall prove the celebrated ergodic theorem of G. Birkhoff, which assures the
existence of the limits of the time averages µ-almost everywhere.

4.2.1. Theorem (Ergodic theorem of Birkhoff). Let (X,A, µ) be a probability
space and T : X → X be an endomorphism. Then, for every f ∈ L1(µ) the limit

f∗(x) = lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

exists and is T -invariant µ-almost everywhere. Moreover, f∗ ∈ L1(µ) and∫
X
f∗dµ =

∫
X
fdµ.

In particular for ergodic endomorphisms we have the following corollary, known
as the ergodic hypothesis in 19th century physics.

4.2.2. Corollary. Let (X,A, µ) be a probability space and T : X → X be an ergodic
endomorphism. Then, for every f ∈ L1(µ),

lim
n→+∞

1
n

n−1∑
k=0

f(T k(x)) =
∫

X
fdµ
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µ-almost everywhere.
For convenience in the sequel we set

Snf(x) =
n−1∑
k=0

f(T k(x)),

S0f = 0 and S∗nf = max{Skf : 0 ≤ k ≤ n}. We shall need the following.

4.2.3. Lemma (Maximal ergodic theorem). Let (X,A, µ) be a probability
space, T : X → X be an endomorphism and f ∈ L1(µ). Then, for every n ∈ Z+ we
have ∫

{x∈X:S∗
nf(x)>0}

fdµ ≥ 0.

Proof. Obviously, Snf , S∗nf ∈ L1(µ), and for every 0 ≤ k ≤ n we have S∗nf ≥ Skf
and S∗nf(T (x)) ≥ Skf(T (x)) = Sk+1f(x)− f(x). Thus, if S∗nf(x) > 0, then

S∗nf(T (x)) + f(x) ≥ max{Skf(x) : 1 ≤ k ≤ n} = S∗nf(x).

It follows that∫
{x∈X:S∗

nf(x)>0}
fdµ ≥

∫
{x∈X:S∗

nf(x)>0}
S∗nfdµ−

∫
{x∈X:S∗

nf(x)>0}
(S∗nf) ◦ Tdµ =

∫
X
S∗nfdµ−

∫
{x∈X:S∗

nf(x)>0}
(S∗nf) ◦ Tdµ ≥

∫
X
S∗nfdµ−

∫
X

(S∗nf) ◦ Tdµ = 0. �

4.2.4. Corollary. Let (X,A, µ) be a probability space, T : X → X be an endomor-
phism and f ∈ L1(µ). If

Ba = {x ∈ X : sup{ 1
n
Snf(x) : n ≥ 1} > a},

then for every A ∈ A such that T−1A = A we have

aµ(A ∩Ba) ≤
∫

A∩Ba

fdµ.

Proof. Suppose first that A = X. If g = f − a and Gn = {x ∈ X : S∗ng(x) > 0},
then Gn ⊂ Gn+1 and Ba = ∪∞n=1Gn. From 4.2.3 we have∫

Gn

gdµ ≥ 0

for every n ≥ 1 and therefore∫
Ba

gdµ = lim
n→+∞

∫
Gn

gdµ ≥ 0.
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The general case follows by applying the above to T |A. �

Proof of 4.2.1. Let

f∗(x) = lim sup
n→+∞

1
n
Snf(x) and f∗(x) = lim inf

n→+∞

1
n
Snf(x).

Let also E = {x ∈ X : f∗(x) 6= f∗(x)} and for every a, b ∈ Q with a > b let
E(a, b) = {x ∈ X : f∗(x) < b and f∗(x) > a}. Then

E =
⋃

a,b∈Q,a>b

E(a, b)

and to prove that the limit of the averages exists µ-almost everywhere, it suffices to
prove that µ(E(a, b)) = 0 for every a, b ∈ Q with a > b. Since

1
n
|Sn+1f(x)− Snf(T (x))| = |f(x)|

n
,

it is obvious that f∗ ◦T = f∗ and f∗ ◦T = f∗. It follows that E(a, b) = T−1(E(a, b))
and from 4.2.4 we have

aµ(E(a, b)) = aµ(E(a, b) ∩Ba) ≤
∫

E(a,b)
fdµ,

where Ba is defines as in 4.2.4, since E(a, b) ⊂ Ba. Applying this to −f and −b,
−a, we also have

−bµ((E(a, b)) ≤
∫

E(a,b)
(−f)dµ.

Therefore, (a− b)µ(E(a, b)) ≤ 0 and so necessarily µ(E(a, b)) = 0. That f∗ ∈ L1(µ)
follows now from Fatou’s lemma, since∫

X
|f∗|dµ =

∫
X
|f∗|dµ =

∫
X

(
lim inf
n→+∞

1
n
|Snf |

)
dµ ≤

lim inf
n→+∞

1
n

∫
X
|Snf |dµ ≤ lim inf

n→+∞

1
n

n−1∑
k=0

∫
X
|f ◦ T k|dµ = ‖f‖1.

It remains to prove that the integral of f∗ is equal to the integral of f . For k ∈ Z
and n ∈ N let

A(k, n) = {x ∈ X :
k

n
≤ f∗(x) <

k + 1
n

}.

Then, for every ε > 0 we have A(k, n) ⊂ B k
n
−ε, and from 4.2.4,∫

A(k,n)
fdµ ≥

(k
n
− ε
)
µ(A(k, n)).

It follows that ∫
A(k,n)

fdµ ≥ k

n
µ(A(k, n)).
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On the other hand, from the very definition of A(k, n) we have∫
A(k,n)

f∗dµ ≤ k + 1
n

µ(A(k, n)) ≤
∫

A(k,n)
fdµ+

1
n
µ(A(k, n)).

Summing up over all k ∈ Z, we get∫
X
f∗dµ ≤

∫
X
fdµ+

1
n

for every n ∈ N, and hence ∫
X
f∗dµ ≤

∫
X
fdµ.

Applying this to −f we also have∫
X

(−f∗)dµ =
∫

X
(−f∗)dµ =

∫
X

(−f)∗dµ ≤
∫

X
(−f)dµ,

and therefore ∫
X
f∗dµ =

∫
X
fdµ. �

If in the ergodic theorem we start with a function f ∈ Lp(µ), p ≥ 1, then
f ∈ L1(µ) and the limit

f∗(x) = lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

exists and is T -invariant µ-almost everywhere. According to the following, the limit
exists also in Lp(µ) and is the same µ-almost everywhere.

4.2.5. Corollary (Lp ergodic theorem of von Neumann). Let (X,A, µ) be a
probability space, T : X → X be an endomorphism and f ∈ Lp(µ), p ≥ 1. Then
there exists a T -invariant µ-almost everywhere f∗ ∈ Lp(µ), such that

lim
n→+∞

‖ 1
n

n−1∑
k=0

f ◦ T k − f∗‖p = 0.

Proof. Suppose first that f ∈ L∞(µ). Then, f ∈ Lp(µ) for every p ≥ 1, and by the
ergodic theorem, there exists f∗ ∈ L1(µ) such that

lim
n→+∞

1
n
Snf = f∗

µ-almost everywhere. Of course, f∗ ∈ L∞(µ). From the bounded convergence
theorem of Lebesgue we have

lim
n→+∞

‖ 1
n
Snf − f∗‖p = 0.
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Thus, for every f ∈ L∞(µ) and ε > 0 there exists some N(ε, f) ∈ N such that

‖ 1
n
Snf −

1
n+ k

Sn+kf‖p < ε

for n ≥ N(ε, f) and k ∈ Z+. Let now f ∈ Lp(µ) and ε > 0. There exists g ∈ L∞(µ)
such that ‖g − f‖p < ε. For n ≥ N(ε/3, g) and k ∈ Z+ we have

‖ 1
n
Snf −

1
n+ k

Sn+kf‖p ≤

‖ 1
n
Sng −

1
n+ k

Sn+kg‖p +
1
n
‖Sng − Snf‖p +

1
n+ k

‖Sn+kf − Sn+kg‖p ≤

ε

3
+

1
n
‖f − g‖p + ‖f − g‖p < ε.

By completeness of Lp(µ), there exists f∗ ∈ Lp(µ) such that

lim
n→+∞

‖ 1
n

n−1∑
k=0

f ◦ T k − f∗‖p = 0.

The T -invariance follows from the observation that

1
n
‖Sn+1f − Snf ◦ T‖p =

1
n
‖f‖p

for every n ∈ N, and so the sequences ( 1
nSnf)n∈N and ( 1

nSnf ◦T )n∈N must have the
same limits in Lp(µ). �

4.2.6. Corollary (Strong law of large numbers). Let (X,A, µ) be a probability
space and fn : X → R, n ∈ Z+, be a sequence of independent and identically
distributed random variables. Then,

lim
n→+∞

1
n

n−1∑
k=0

fk =
∫

X
f0dµ

µ-almost everywhere.

Proof. Let ν = (f0)∗µ be the common distribution of fn, n ∈ Z+. The product
measure νZ+

on (RZ+
,BZ+

) is invariant by the shift, where B denotes the σ-algebra
of Borel subsets of R. From the ergodicity of the shift and the ergodic theorem, if

K = {y ∈ RZ+
: lim

n→+∞

1
n

n−1∑
k=0

π0(τk(y)) =
∫

RZ+
π0dν

Z+},

then νZ+
(K) = 1, where πi is the projection to the i-th term. But π0 ◦ τk = πk and∫

RZ+
π0dν

Z+
=
∫

R
idRdν =

∫
R
idRd(f0)∗µ =

∫
X
f0dµ.
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Hence

K = {y ∈ RZ+
: lim

n→+∞

1
n

n−1∑
k=0

πk(y) =
∫

X
f0dµ}.

If now f = (fn)n∈Z+ , then f : X → RZ+
is measurable and

f−1(K) = {x ∈ X : lim
n→+∞

1
n

n−1∑
k=0

fk(x) =
∫

X
f0dµ},

while µ(f−1(K)) = (f∗µ)(K) = νZ+
(K) = 1. �

There is a class of homeomorphisms of compact metrizable spaces, which satisfy
a strong form of the ergodic theorem for continuous functions. Let X be a compact
metrizable space and d be a compatible metric on X. A homeomorphism h : X → X
is called regular if its iterates {hn : n ∈ Z} form an equicontinuous family. This
property is independent of the choice of metric, since X is compact, and is equivalent
to saying that h is an isometry with respect to some compatible metric on X. Such
a metric can be defined by

d∗(x, y) = sup{d(hn(x), hn(y)) : n ∈ Z}.

It is obvious that if h is regular, then y ∈ L+(x) if and only if x ∈ L−(y). This
implies that the orbit closure of each point x ∈ X coincides with L+(x) and L−(x),
and is a minimal set. It follows from 3.2.1 and 3.2.4 that the time averages of every
continuous function converge pointwise. In fact more is true.

4.2.7. Theorem. Let X be a compact metrizable space and h : X → X be a
regular homeomorphism. Then for every continuous function f : X → R, there
exists a continuous function f∗ : X → R such that

f∗ = lim
n→+∞

1
n

n−1∑
k=0

f ◦ hk

uniformly on X.

Proof. As we observed above, there exists a function f∗ : X → R such that

f∗ = lim
n→+∞

1
n

n−1∑
k=0

f ◦ hk

pointwise on X. Since h is regular, the time averages form an equicontinuous family
of functions, which is also uniformly bounded by ‖f‖. Thus, by Ascoli’s theorem,
some subsequence converges uniformly to f∗. In particular f∗ is uniformly continu-
ous. It remains to prove uniform convergence. Let ε > 0. By the uniform continuity
of f∗ and the equicontinuity of the time averages, there exists δ > 0 such that if
d(x, y) < δ, then ∣∣ 1

n
Snf(x)− 1

n
Snf(y)

∣∣ < ε
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and |f∗(x) − f∗(y)| < ε. Since X is compact, there are x1,...,xm ∈ X such that
X = S(x1, δ) ∪ ... ∪ S(xm, δ). There exists some n0 ∈ N such that∣∣ 1

n
Snf(xi)− f∗(xi)

∣∣ < ε

for every 1 ≤ i ≤ m and n ≥ n0. If now x ∈ X, there exists some 1 ≤ i ≤ m such
that x ∈ S(xi, δ) and therefore ∣∣ 1

n
Snf(x)− f∗(x)

∣∣ ≤
1
n

∣∣Snf(x)− Snf(xi)
∣∣+ ∣∣ 1

n
Snf(xi)− f∗(xi)

∣∣+ ∣∣f∗(xi)− f∗(x)
∣∣ < 3ε

for every n ≥ n0. �

4.3 Ergodic decomposition of invariant measures

Let X be a compact metrizable space and T : X → X be a continuous onto map.
A Borel set E ⊂ X is called of zero probability if µ(E) = 0 for every µ ∈ MT (X)
and of maximum probability if µ(E) = 1 for every µ ∈ MT (X). A point x ∈ X is
called quasi-regular if for every f ∈ C(X) the limit

lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

exists in R.

4.3.1. Theorem. The set Q of all quasi-regular points is Borel, T -invariant and
of maximum probability.

Proof. The T -invariance of Q is obvious, since

∣∣ 1
n

n∑
k=1

f(T k(x))− 1
n

n−1∑
k=0

f(T k(x))
∣∣ = 1

n
|f(Tn(x))− f(x)| ≤ 2‖f‖

n
.

Let {fn : n ∈ N} be a countable dense subset of C(X) and for every n ∈ N let

En = {x ∈ X : lim
r→+∞

1
r

r−1∑
k=0

fn(T k(x)) does not exist in R}.

For every n, m, l ∈ N, the set

En,m,l = {x ∈ X :
∣∣ 1
n1

n1−1∑
k=0

fn(T k(x))− 1
n2

n2−1∑
k=0

fn(T k(x))
∣∣ ≤ 1

m
for every n1, n2 ≥ l}

is closed and

X \ En =
∞⋂

m=1

∞⋃
l=1

En,m.l.
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Thus, En is Borel for every n ∈ N. It is also clear that if E = ∪∞n=1En, then
Q ⊂ X \ E. From the ergodic theorem we have µ(En) = 0 for every n ∈ N and
µ ∈ MT (X), and therefore E is a set of zero probability. So, it suffices to prove
that X \E ⊂ Q. Let x ∈ X \E, f ∈ C(X) and ε > 0. There exists n ∈ N such that
‖f − fn‖ < ε/3. Since x ∈ X \ En, there exists l ∈ N such that

∣∣ 1
n1

n1−1∑
k=0

fn(T k(x))− 1
n2

n2−1∑
k=0

fn(T k(x))
∣∣ < ε

3

for every n1, n2 ≥ l, and then

∣∣ 1
n1

n1−1∑
k=0

f(T k(x))− 1
n2

n2−1∑
k=0

f(T k(x))
∣∣ ≤

∣∣ 1
n1

n1−1∑
k=0

f(T k(x))− 1
n1

n1−1∑
k=0

fn(T k(x))
∣∣+ ∣∣ 1

n1

n1−1∑
k=0

fn(T k(x))− 1
n2

n2−1∑
k=0

fn(T k(x))
∣∣+

∣∣ 1
n2

n2−1∑
k=0

fn(T k(x))− 1
n2

n2−1∑
k=0

f(T k(x))
∣∣ < ε.

this shows that the limit

lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

exists in R. �

It is obvious that for every x ∈ Q the formula

µx(f) = lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

defines a T -invariant positive linear functional µx : C(X) → R with µx(1) = 1. In
other words µx ∈ MT (X) for every x ∈ Q. We shall examine how µx, x ∈ Q, are
related to each other and to the other elements of MT (X). Of course, µx = µy, if
y = T k(x), for some k ∈ Z+.

4.3.2. Lemma. If f ∈ C(X) and µ ∈MT (X), then∫
X
fdµ =

∫
Q

(∫
X
fdµx

)
dµ.

Proof. The function g : Q → R with g(x) = µx(f) is measurable, as it is the
pointwise limit of continuous functions. For every n ∈ N we have∫

X
fdµ =

∫
X

(
1
n

n−1∑
k=0

f ◦ T k

)
dµ
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and by 4.3.1 and dominated convergence∫
Q

(∫
X
fdµx

)
dµ = lim

n→+∞

∫
Q

(
1
n

n−1∑
k=0

f ◦ T k

)
dµ =

∫
X
fdµ. �

Let µ ∈ MT (X). By the ergodic theorem, for every bounded measurable func-
tion f : Q→ R, the limit

f̃(x) = lim
n→+∞

1
n

n−1∑
k=0

f(T k(x))

exists µ-almost everywhere. The set E(µ) of all bounded, measurable functions
f : Q→ R such that ∫

X
fdµx = f̃(x)

µ-almost everywhere is a vector space and contains C(X), by 4.3.1. In order to
extent 4.3.2 to bounded, measurable functions, we shall need a series of lemmas.

4.3.3. Lemma. If (fn)n∈N is a uniformly bounded sequence of elements of E(µ)
and fn → f pointwise, then f ∈ E(µ).

Proof. By dominated convergence we have∫
X
fdµx = lim

n→+∞

∫
X
fndµx = lim

n→+∞
f̃n(x)

and from the ergodic theorem∫
X
|f̃ − f̃n|dµ ≤

∫
X
|f̃ − fn|dµ =

∫
X
|f − fn|dµ→ 0

as n→ +∞. Hence f̃n → f̃ in L1(µ) and there exists a subsequence (fnk
)k∈N such

that f̃nk
→ f̃ µ-almost everywhere. It follows that∫

X
fdµx = lim

k→+∞

∫
X
fnk

dµx = lim
k→+∞

f̃nk
(x) = f̃(x)

µ-almost everywhere. �

4.3.4. Lemma. If A ⊂ X is closed, then χA ∈ E(µ).

Proof. Since A is closed, there is a sequence of continuous functions fn : X → [0, 1],
n ∈ N, such that fn → χA pointwise and the conclusion is immediate from 4.3.3. �

4.3.5. Lemma. If A ⊂ X is a Borel set, then χA ∈ E(µ).

Proof. By the regularity of µ, there is a sequence of closed sets A1 ⊂ A2 ⊂ ... ⊂ A
such that

µ(A \
∞⋃

n=1

An) = 0.
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Thus, χAn → χA µ-almost everywhere, and the sequence (χAn)n∈N is dominated by
χA. From the ergodic theorem∫

X
|χ̃An − χ̃A|dµ ≤

∫
X
| ˜χAn − χA|dµ =

∫
X
|χAn − χA|dµ→ 0

as n→ +∞. Hence χ̃An → χ̃A in L1(µ) and there is a subsequence (χAnk
)k∈N such

that χ̃Ank
→ χ̃A µ-almost everywhere. By dominated convergence we have∫

X
χAdµx ≥ lim sup

n→+∞

∫
X
χAndµx = lim sup

n→+∞
χ̃An(x) ≥ χ̃A(x)

µ-almost everywhere. Similarly we have∫
X
χX\Adµx ≥ χ̃X\A(x)

µ-almost everywhere. Hence∫
X
χAdµx = 1−

∫
X
χX\Adµx ≤ 1− χ̃X\A(x) = χ̃A(x)

µ-almost everywhere. �

4.3.6. Proposition. If µ ∈ MT (X) and f : X → R is a bounded, measurable
function, then ∫

X
fdµx = f̃(x)

µ-almost everywhere on X.

Proof. It suffices to prove that E(µ) coincides with the space of all bounded
measurable real functions. Indeed, every positive, bounded, measurable function is
the pointwise limit of a sequence of linear combinations of characteristic functions
of Borel subsets of X, and therefore belongs to E(µ), by 4.3.3 and 4.3.5. Finally,
every bounded, measurable function is the difference of two positive, bounded,
measurable functions. �

4.3.7. Corollary. If µ ∈ MT (X) and f : X → R is a bounded, measurable
function, then ∫

X
fdµ =

∫
Q

(∫
X
fdµx

)
dµ.

4.3.8. Proposition. If µ ∈MT (X) and f ∈ C(X), then∫
X
|f̃ − f̃(x)|2dµx = 0

µ-almost everywhere on Q.
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Proof. Since µx ∈MT (X) for x ∈ Q, we have∫
X
f̃dµx = lim

n→+∞

∫
X

(
1
n

n−1∑
k=0

f ◦ T k

)
dµx = lim

n→+∞

∫
X
fdµx = f̃(x).

Therefore,∫
X
|f̃ − f̃(x)|2dµx = f̃(x)2 − 2f̃(x)

∫
X
f̃dµx +

∫
X
f̃2dµx =

∫
X
f̃2dµx − f̃(x)2.

Integrating with respect to µ, we get∫
Q

(∫
X
|f̃ − f̃(x)|2dµx

)
dµ =

∫
Q

(∫
X
f̃2dµx

)
dµ−

∫
Q
f̃2dµ.

Since f̃ : Q→ R is bounded and measurable, so is f̃2. Thus, from 4.3.7 we have∫
Q

(∫
X
|f̃ − f̃(x)|2dµx

)
dµ = 0

and therefore ∫
X
|f̃ − f̃(x)|2dµx = 0

µ-almost everywhere on Q. �

Let now U = {x ∈ Q : µx = µy, µx-almost for every y ∈ Q}. Then,

U = {x ∈ Q :
∫

X
|f̃ − f̃(x)|2dµx = 0, for every f ∈ C(X)}.

4.3.9. Theorem. The set U is T -invariant, Borel and of maximum probability.

Proof. The T -invariance of U is obvious. Let {fn : n ∈ N} be a countable dense
subset of C(X). The set

En = {x ∈ Q :
∫

X
|f̃n − f̃n(x)|2dµx > 0}

is Borel and of zero probability, for every n ∈ N, by 4.3.8 and so is the set E =
∪∞n=1En. Clearly, U ⊂ Q \E and it suffices to prove that Q \E ⊂ U . Let x ∈ Q \E,
f ∈ C(X) and ε > 0. There esists n ∈ N such that ‖f − fn‖ < ε. Since x ∈ Q \En,
we have ∫

X
|f̃n − f̃n(x)|2dµx = 0,

while
|f̃ − f̃(x)|2 ≤ |f̃ − f̃n|2 + |f̃n − f̃n(x)|2 + |f̃n(x)− f̃(x)|2.

It follows that ∫
X
|f̃ − f̃(x)|2dµx < 2ε2. �
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4.3.10. Theorem. If x ∈ U , then µx is ergodic.

Proof. Let x ∈ U . For every bounded, measurable function f : X → R we have

f̃(x) =
∫

X
fdµx =

∫
X
fdµy = f̃(y)

µx-almost for every y ∈ Q. Let now A ⊂ X be a Borel set with A = T−1(A). Then,

f̃(x)µx(A) =
∫

X
χAf̃(x)dµx =

∫
X
χAf̃dµx =

∫
X
χA

(
lim

n→+∞

1
n

n−1∑
k=0

f ◦ T k
)
dµx = lim

n→+∞

1
n

n−1∑
k=0

∫
X

(χA ◦ T k)(f ◦ T k)dµx =

lim
n→+∞

1
n

n−1∑
k=0

∫
X
χAfdµx =

∫
A
fdµx,

because χA ◦ T = χA. In particular, for f = χA we get

(µx(A))2 = χ̃A(x)µx(A) =
∫

A
χAdµx = µx(A).

Hence µx(A) = 0 or 1. �

4.3.11. Proposition. The set D = {x ∈ Q : x ∈ suppµx} is T -invariant, Borel
and of maximum probability.

Proof. The T -invariance of D follows immediately from the continuity of T and the
T -invariance of µx. Let d be a compatible metric on X. For every m ∈ N there exist
x1,m,...,xkm,m ∈ X such that

X = S(x1,m,
1
m

) ∪ ... ∪ S(xkm,m,
1
m

).

There are continuous functions fn,m : X → [0, 1] such that

f−1
n,m(0) = X \ S(xn,m,

2
m

) and f−1
n,m(1) = S(xn,m,

1
m

),

for 1 ≤ n ≤ km. Each set En,m = {x ∈ Q : f̃n,m(x) = 0} is T -invariant and Borel,
because f̃n,m : Q→ [0, 1] is T -invariant and measurable. For every µ ∈ MT (X) we
have

0 =
∫

En,m

f̃n,mdµ = lim
n→+∞

1
n

n−1∑
k=0

∫
En,m

(fn,m ◦ T k)dµ =
∫

En,m

fn,mdµ ≥

µ(En,m ∩ S(xn,m,
1
m

)).
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Consequently, the Borel set

E = Q \
∞⋃

m=1

km⋃
n=1

En,m ∩ S(xn,m,
1
m

)

is of maximum probability. We shall prove that D = E. First let x ∈ D. If
x ∈ S(xn,m,

1
m) for some 1 ≤ n ≤ km and m ∈ N, there exists ε > 0 such that

S(x, ε) ⊂ S(xn,m,
1
m) and µx(S(x, ε)) > 0. Therefore,

f̃n,m(x) =
∫

X
fn,mdµx > µx(S(xn,m,

1
m

)) ≥ µx(S(x, ε)) > 0,

which means that x ∈ Q \En,m ∩ S(xn,m,
1
m). This shows that D ⊂ E. Conversely,

if x /∈ Q, there exists ε > 0 such that µx(S(x, ε)) = 0. There is some m ∈ N and
some 1 ≤ n ≤ km such that

x ∈ S(xn,m,
1
m

) ⊂ S(xn,m,
2
m

) ⊂ S(x, ε).

Hence
f̃n,m(x) =

∫
X
fn,mdµx ≤ µx(S(x, ε)) = 0,

which means that x ∈ En,m ∩ S(xn,m,
1
m). �

So far we have proved that the set R = U ∩ D is T -invariant, Borel and of
maximum probability. The points of R are called regular. So, if x ∈ Q is a regular
point, then µx is ergodic and x ∈ suppµx.

4.3.12. Theorem. If µ ∈ MT (X), then every f ∈ L1(µ) is µx-integrable for
µ-almost every x ∈ R and ∫

X
fdµ =

∫
X

(∫
X
fdµx

)
dµ.

Proof. If f ∈ L1(µ) is non-negative, then it is the pointwise limit of an increasing
sequence (fn)n∈N of bounded, measurable functions. Moreover,∫

X
fdµx = lim

n→+∞

∫
X
fndµx = lim

n→+∞
f̃n(x)

µ-almost everywhere on X. The sequence (f̃n)n∈N is also increasing and from 4.3.7
and monotone convergence we have∫

X

(∫
X
fdµx

)
dµ = lim

n→+∞

∫
X
f̃ndµ = lim

n→+∞

∫
X
fndµ =

∫
X
fdµ.

If f is not non-negative, it is the difference of two non-negative elements of L1(µ)
and the theorem follows. �
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4.3.13. Corollary. If A ⊂ X is a Borel set and µ ∈MT (X), then

µ(A) =
∫

X
µx(A)dµ.

4.3.14. Corollary. A Borel set E ⊂ X is of maximum probability if and only if
µ(E) = 1 for every ergodic µ ∈MT (X).

Proof. If µ(E) = 1 for every ergodic µ ∈ MT (X), then µx(E) = 1 for every x ∈ R.
For any µ ∈MT (X) now we have

µ(E) =
∫

R
µx(E)dµ = 1,

by 4.3.13. �

4.3.15. Corollary. If µ ∈MT (X) is ergodic, there exists a T -invariant, Borel set
E ⊂ R such that µ(E) = 1 and µ = µx for every x ∈ E.

Proof. The set F = suppµ is closed, T -invariant and µ(F ) = 1. Let {fn : n ∈ N}
be a countable dense subset of C(X). The function f̃n : R → R is measurable and
T -invariant for every n ∈ N. Thus, f̃n is constant µ-almost everywhere, since µ is
ergodic. This means that there is a T -invariant, Borel set En ⊂ F ∩ R such that
µ(En) = 1 and f̃n is constant on En. The set E = ∩∞n=1En is also T -invariant,
Borel and µ(E) = 1. Let now f ∈ C(X) and ε > 0. There exists n ∈ N such that
‖f − fn‖ < ε/2. For every x, y ∈ E we have

|f̃(x)− f̃(y)| ≤ |f̃(x)− f̃n(x)|+ |f̃(y)− f̃n(y)| < ε.

So, f̃ is constant on E, and since µ is ergodic, for every x ∈ E we have∫
X
fdµx = f̃(x) =

∫
X
fdµ. �

4.3.16. Example. Let T : [0, 1] → [0, 1] be the continuous onto map defined by

T (x) =
1
2
(x+ x2).

For every 0 ≤ x < 1 we have limn→+∞ Tn(x) = 0 and T (0) = 0, T (1) = 1. So, for
every f ∈ C([0, 1]) and 0 ≤ x < 1 we have

f̃(x) = lim
n→+∞

1
n

n−1∑
k=0

f(T k(x)) = f(0)

and obviously f̃(1) = f(1). Therefore, Q = [0, 1] and µx = δ0 for every 0 ≤ x < 1,
while µ1 = δ1. Moreover, U = [0, 1] and R = {0, 1}. From 4.3.15, the Dirac point
measures δ0 and δ1 are the only ergodic elements of MT ([0, 1]). The latter is thus
the line segment in M([0, 1]) with endpoints δ0 and δ1.
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4.4 Ergodicity of flows

A measurable flow (φt)t∈R on a probability space (X,A, µ) is called ergodic if for
every A ∈ A such that µ(A4φt(A)) = 0 for every t ∈ R we have µ(A) = 0 or
1. The theory of ergodic flows is similar to the theory of ergodic automorphisms.
A technical difficulty we face now is the fact that the time parameter varies in an
uncountable set.

A measurable function f : X → R is called φ-invariant µ-almost everywhere, if
for every t ∈ R we have f ◦ φt = f µ-almost everywhere, and is called φ-invariant if
f(φt(x)) = f(x) for every x ∈ X.

4.4.1. Proposition. Let (φt)t∈R be a measurable flow on a complete probability
space (X,A, µ). If f : X → R is a φ-invariant µ-almost everywhere function, then
there exists a φ-invariant, measurable function g : X → R such that g = f µ-almost
everywhere.

Proof. Let E = {(t, x) ∈ R×X : f(φt(x)) 6= f(x)}. If we denote by dt the Lebesgue
measure on R, then∫

X

(∫
R
χEx(t)dt

)
dµ =

∫
R

(∫
X
χEt(x)dµ

)
dt = 0,

by Fubini’s theorem, where Ex = {t ∈ R : (t, x) ∈ E} and Et = {x ∈ X : (t, x) ∈ E}.
So, there exists some N ∈ A such that µ(N) = 0 and∫

R
χEx(t)dt = 0

for every x ∈ X \ N . It follows that for every x ∈ X \ N there exists a Borel
set Nx ⊂ R of Lebesgue measure zero such that χE(t, x) = χEx(t) = 0 for every
t ∈ R \Nx, or in other words f(φt(x)) = f(x). Let now x, y ∈ X \N be such that
y = φt(x) for some t ∈ R. The Borel set (Nx − t) ∪Ny has Lebesgue measure zero
and so there is some s ∈ R \ (Nx − t) ∪Ny. Then,

f(x) = f(φs+t(x)) = f(φs(y)) = f(y).

We define the function g : X → R as follows. If x ∈ X \ N , we put g(x) = f(x).
If the orbit of x ∈ N is contained entirely in N , we put g(x) = 0. If x ∈ N and
there exists some t ∈ R such that y = φt(x) ∈ X \N , we put g(x) = f(y). From the
above follows that in this case the definition of g(x) does not depend on the choice
of y. Evidently, g is φ-invariant and it is measurable since the measure is assumed
to be complete. �

The proof of the following characterization of ergodic measurable flows is the
same as of 4.1.2.

4.4.2. Proposition. Let (X,A, µ) be a probability space and (φt)t∈R be a measur-
able flow on X. The following are equivalent.

(i) (φt)t∈R is ergodic.
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(ii) Every measurable φ-invariant µ-almost everywhere function is constant µ-
almost everywhere.

(iii) Every measurable φ-invariant µ-almost everywhere function in L2(µ) is con-
stant µ-almost everywhere.

There is also a version of the ergodic theorem for flows, which is actually a
consequence of the ergodic theorem for endomorphisms.

4.4.3. Theorem (Ergodic theorem of Birkhoff for flows). Let (X,A, µ) be a
probability space and (φt)t∈R be a measurable flow on X. Then, for every f ∈ L1(µ)
the limit

f∗(x) = lim
t→+∞

1
t

∫ t

0
f(φs(x))ds

exists and is φ-invariant µ-almost everywhere. Moreover, f∗ ∈ L1(µ) and∫
X
f∗dµ =

∫
X
fdµ.

If f ∈ Lp(µ) , p ≥ 1, then we have convergence also in Lp(µ).

Proof. First observe that by Fubini’s theorem∫
X

(∫ t

0
|f(φs(x))|ds

)
dµ = t‖f‖1

for every t > 0. Thus for every n ∈ N there exists An ∈ A such that µ(An) = 1 and∫ n

0
|f(φs(x))|ds < +∞

for every x ∈ An. If now A = ∩∞n=1An, then∫ t

0
|f(φs(x))|ds ≤

∫ [t]+1

0
|f(φs(x))|ds < +∞

for every x ∈ A. This shows that ∫ t

0
f(φs(x))ds

is well defined for every t > 0 and x ∈ A. Let F : X → R be defined by

F (x) =
∫ 1

0
f(φs(x))ds

for x ∈ A, and F (x) = 0 for x ∈ X \A. Then,∫
X
|F |dµ ≤

∫
X

(∫ 1

0
|f(φs(x))|ds

)
dµ = ‖f‖1
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and thus F ∈ L1(µ). From the ergodic theorem for endomorphisms, the limit

f∗(x) = lim
n→+∞

1
n

n−1∑
k=0

F (φk(x)) = lim
n→+∞

1
n

∫ n

0
f(φs(x))ds

exists µ-almost everywhere and f∗ ∈ L1(µ). Similarly, the limit

|f |∗(x) = lim
n→+∞

1
n

∫ n

0
|f(φs(x))|ds

exists µ-almost everywhere. For every t > 0 we have∣∣∣∣∫ t

0
f(φs(x))ds−

∫ [t]

0
f(φs(x))ds

∣∣∣∣ ≤ ∫ [t]+1

0
|f(φs(x))|ds−

∫ [t]

0
|f(φs(x))|ds.

It follows that

f∗(x) = lim
n→+∞

1
n

∫ n

0
f(φs(x))ds = lim

t→+∞

1
t

∫ t

0
f(φs(x))ds.

For the φ-invariance of f∗ we observe that for every τ > 0 we have

1
t

∣∣∣∣∫ t

0
f(φs+τ (x))ds−

∫ t+τ

0
f(φs(x))ds

∣∣∣∣ ≤ 1
t

∫ τ

0
|f(φs(x))|ds,

which tends to zero as t→ +∞, µ-almost everywhere. Hence

f∗(φτ (x)) = lim
t→+∞

1
t

∫ t

0
f(φs+τ (x))ds = lim

t→+∞

1
t

∫ t+τ

0
f(φs(x))ds = f∗(x),

µ-almost everywhere. Similarly for τ < 0. It remains to prove that if f ∈ Lp(µ),
p ≥ 1, then we have convergence in Lp(µ). From this it will follow that f∗ and f
have the same µ-integral over X, because for p = 1 we will have∫

X
f∗dµ =

∫
X

(
lim

t→+∞

1
t

∫ t

0
f(φs(x))ds

)
dµ = lim

t→+∞

1
t

∫
X

(∫ t

0
f(φs(x))ds

)
dµ =

lim
t→+∞

1
t

∫ t

0

(∫
X
f(φs(x))dµ

)
ds = lim

t→+∞

1
t

∫ t

0

(∫
X
fdµ

)
ds =

∫
X
fdµ,

the second equality being due to L1(µ)-convergence. To prove Lp(µ)-convergence,
we observe that(∫

X

∣∣∣∣∫ 1

0
f(φs(x))ds

∣∣∣∣pdµ) 1
p

≤
∫ 1

0

(∫
X
|f(φs(x))|pdµ

) 1
p

ds = ‖f‖p

by the generalized Minkowski inequality, and therefore F ∈ Lp(µ). From the Lp

ergodic theorem for endomorphisms we have

lim
n→+∞

‖ 1
n

∫ n

0
(f ◦ φs)ds− f∗‖p = 0.
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However, ∣∣∣∣1t
∫ t

0
f(φs(x))ds−

1
[t]

∫ [t]

0
f(φs(x))ds

∣∣∣∣ ≤
[t]
t

(
1

[t] + 1

∫ [t]+1

0
|f(φs(x))|ds−

1
[t]

∫ [t]

0
|f(φs(x))|ds

)
+

1
t

1
[t] + 1

∫ [t]+1

0
|f(φs(x))|ds+ (1− [t]

t
)

1
[t]

∫ [t]

0
|f(φs(x))|ds.

Using the Minkowski inequality we have

‖1
t

∫ t

0
(f ◦ φs)ds−

1
[t]

∫ [t]

0
(f ◦ φs)ds‖p ≤

[t]
t
‖ 1
[t] + 1

∫ [t]+1

0
|f ◦ φs|ds−

1
[t]

∫ [t]

0
|f ◦ φs|ds‖p+

1
t
‖ 1
[t] + 1

∫ [t]+1

0
|f ◦ φs|ds‖p + (1− [t]

t
)‖ 1

[t]

∫ [t]

0
|f ◦ φs|ds‖p.

It follows from the above that

lim
t→+∞

‖1
t

∫ t

0
(f ◦ φs)ds−

1
[t]

∫ [t]

0
(f ◦ φs)ds‖p = 0.

This completes the proof. �
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Chapter 5

Geodesic flows of hyperbolic
surfaces

5.1 The hyperbolic plane

Let H2 = {z ∈ C : Imz > 0} be the upper half plane. We shall use complex numbers
to denote the points of H2, as well as its tangent vectors. The hyperbolic metric on
H2 is the complete Riemannian metric of constant negative curvature −1 defined by

〈u+ iv, u′ + iv′〉z = Re
(u+ iv)(u′ − iv′)

(Imz)2
,

where u+ iv, u′ + iv′ ∈ T 1
z H2 and z ∈ H2. Thus,

‖u+ iv‖2
z =

1
(Imz)2

(u2 + v2),

and angles in the hyperbolic sense are the same as the euclidean. The hyperbolic
geodesics are either euclidean half lines orthogonal to the real axis or euclidean
semicircles with center on the real axis.

For every a, b, c, d ∈ R with ad − bc = 1, the Möbius transformation of the
Riemann sphere defined by

T (z) =
az + b

cz + d

has complex derivative

T ′(z) =
1

(cz + d)2

and ImT (z) = |T ′(z)|Imz. Hence T (H2) = H2. Moreover, T is a hyperbolic isometry,
because for every z ∈ H2 and u+ iv, u′ + iv′ ∈ T 1

z H2 we have

〈T ′(z)(u+ iv), T ′(z)(u′ + iv′)〉T (z) = Re
T ′(z)(u+ iv)T ′(z)(u′ + iv′)

(ImT (z))2
=

T ′(z)T ′(z)
|T ′(z)|2

Re
(u+ iv)(u′ − iv′)

(Imz)2
= 〈u+ iv, u′ + iv′〉z.

63
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The group of real Möbius transformations is precisely the group of the orienta-
tion preserving hyperbolic isometries or in other words is the connected component
of the identity of the group of isometries of H2 endowed with the compact-open
topology, and is isomorphic as a Lie group to PSL(2,R). Apart from itself, it has
only one other coset in the group of hyperbolic isometries, the one represented
by the reflection through the imaginary semiaxis. We shall identify the group of
orientation preserving hyperbolic isometries with PSL(2,R).

5.1.1. Proposition. (a) If I is the imaginary semiaxis, then for every hyperbolic
geodesic C there is some T ∈ PSL(2,R) such that T (I) = C.

(b) For every z0 ∈ H2 and every v ∈ Tz0H2 with ‖v‖z0 = 1 there is some
T ∈ PSL(2,R) such that T (i) = z0 and T ′(i)i = v.

Proof. (a) If C = {z ∈ H2 : Rez = b}, for some b ∈ R, it suffices to take T (z) = z+b.
Suppose that C is a hyperbolic geodesic with endpoints x, x+ r ∈ R. The Möbius
transformation

T1(z) =
z

z + 1

maps I onto the hyperbolic geodesic with endpoints 0 and 1. Thus, if T2(z) = rz
and T3(z) = z + x, then it suffices to take T = T3 ◦ T2 ◦ T1.

(b) There exists a unique parametrized hyperbolic geodesic C through z0 with
velocity v at z0. By (a), there exists T1 ∈ PSL(2,R) such that T1(I) = C. Let
a > 0 be such that T1(ai) = z0. Then (T−1

1 )′(z0)v = ±ai. If (T−1
1 )′(z0)v = ai,

let T0(z) = az. Then T0(i) = ai and T ′0(ai)i = ai. If (T−1
1 )′(z0)v = −ai, let

T0(z) = −a/z. In both cases it suffices to take T = T1 ◦ T0. �

Thus, PSL(2,R) acts transitively on the unit tangent bundle T 1H2 ∼= H2 × S1,
and as we see easily, the isotropy group of (i, i) is trivial. It follows that the smooth
map ψ : PSL(2,R) → T 1H2 defined by ψ(T ) = (T (i), T ′(i)i) is one-to-one, onto,
and the proof of 5.1.1 shows that it is a diffeomorphism. An analytical formula of
its inverse can be given using the Iwasawa decomposition of SL(2,R). We consider
the following one parameter subgroups of SL(2,R) :

K = {kθ =
(

cos θ sin θ
− sin θ cos θ

)
: 0 ≤ θ < 2π} ∼= S1,

A = {at =
(
et 0
0 e−t

)
: t ∈ R} ∼= R,

N = {nt =
(

1 t
0 1

)
: t ∈ R} ∼= R.

Observe that ntas = asnte−2s for every t, s ∈ R. Therefore, NA = AN is a subgroup
of SL(2,R) consisting of upper triangular matrices and N C NA. Obviously, A∩N
and K ∩NA are trivial.

5.1.2. Lemma. For every g ∈ SL(2,R) there exist unique kθ ∈ K, as ∈ A and
nt ∈ N such that g = ntaskθ.
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Proof. The equation

g =
(
a b
c d

)
=
(

1 t
0 1

)(
es 0
0 e−s

)(
cos θ sin θ
− sin θ cos θ

)
is equivalent to the system of equations

a = es cos θ − te−s sin θ

b = es sin θ + te−s cos θ

c = −e−s sin θ

d = e−s cos θ.

From the last two we get s = −1
2

log(c2 + d2), and then from the first two we have

t = e2s(ca+ db) =
ac+ bd

c2 + d2

and
cos θ =

d√
c2 + d2

, sin θ = − c√
c2 + d2

.

For the uniqueness, if nak = n′a′k′, where k, k′ ∈ K, a, a′ ∈ A and n, n′ ∈ N , then
k′k−1 = (n′a′)−1(na) ∈ K ∩NA which is trivial. Hence k = k′ and na = n′a′. But
then a′a−1 = n(n′)−1 ∈ A ∩N which is also trivial, and so a = a′ and n = n′. �

From 5.1.2 follows that the map χ : T 1H2 → SL(2,R) defined by

χ(z, (Imz)eiθ) = nRez · a 1
2

log Imz · kθ

is a smooth diffeomorphism. The quotient map p : SL(2,R) → PSL(2,R) is a
double covering. If p(g) = T , then

p−1(T ) = {g, g
(
−1 0
0 −1

)
}.

For g = nakθ, 0 ≤ θ < 2π, we have p−1(T ) = {nakθ, nakθ+π}. Consider now the
smooth, one-to-one, onto map φ : T 1H2 → PSL(2,R) defined by

φ(z, (Imz)eiθ) = p(nRez · a 1
2

log Imz · kθ/2).

Let z0 = x+ iy, x ∈ R and y > 0, and T = φ(z0, eiθ), that is

T (z) = y ·
(cos

θ

2
)z + sin

θ

2

(− sin
θ

2
)z + cos

θ

2

+ x

and
T ′(z) =

y

[(− sin
θ

2
)z + cos

θ

2
]2
.

Therefore, T (i) = z0 and

T ′(i)i = y[cos(θ +
π

2
) + i sin(θ +

π

2
)].

It follows that T = ψ−1(z0, yei(θ+
π
2
)) and so (ψ ◦φ)(z0, yeiθ) = (z0, yei(θ+

π
2
)). Hence

ψ and φ are smooth diffeomorphisms.
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5.2 The Haar measure on PSL(2, R)

The positive linear functional µ : Cc(SL(2,R)) → R defined by

µ(f) =
∫

R3

1
|δ|
f

(
α β
γ δ

)
dβdγdδ,

where δ 6= 0 and therefore α = 1 + βγ
δ

, defines a Borel measure on SL(2,R). If(
α′ β′

γ′ δ′

)
=
(
a b
c d

)(
α β
γ δ

)
then

(β′, γ′, δ′) = (aβ + bδ,
c(1 + βγ)

δ
+ γd, cβ + δd).

The Jacobian matrix of this transformation is a 0 b
cγ
δ

cβ
δ

+ d −c(1 + βγ)
δ2

c 0 d


and has determinant equal to

(
cβ

δ
+ d)(ad− bc) =

cβ + δd

δ
=
δ′

δ
.

Consequently,
1
|δ′|

dβ′dγ′dδ′ =
1
|δ|
dβdγdδ

and µ is invariant by left translations in SL(2,R). Similarly, it is invariant by right
translations also. Hence µ is the Haar measure on SL(2,R), modulo a constant, and
SL(2,R) is a unimodular connected Lie group. Moreover, µ projects to the Haar
measure on PSL(2,R), which we shall also denote by µ. If f : PSL(2,R) → R is a
continuous function with compact support, then the µ-integral of f over PSL(2,R)
is the integral of f ◦ p over a fundamental domain of the double covering map
p : SL(2,R) → PSL(2,R). Considering the Iwasawa decomposition of SL(2,R),
such a fundamental domain consists of all the elements of the form(

1 x
0 1

)(
y1/2 0
0 y−1/2

)(
cos θ2 sin θ2
− sin θ2 cos θ2

)
where x, y ∈ R, y > 0 and 0 ≤ θ < 2π. Then,

(β, γ, δ) = (y1/2 sin
θ

2
+ xy−1/2 cos

θ

2
,−y−1/2 sin

θ

2
, y−1/2 cos

θ

2
)

and the Jacobian determinant of this transformation is (− cos θ2) · 1
4y
−5/2. It follows

that
1
|δ|
dβdγdδ =

y1/2

cos
θ

2

· cos
θ

2
· 1
4y5/2

dxdydθ =
1

4y2
dxdydθ.
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This means that the Haar measure on PSL(2,R) is transformed by the smooth
diffemorphism φ−1 : PSL(2,R) → T 1H2 of the preceding section to the Liouville
measure on T 1H2, modulo a constant. In the rest of this section we shall give
alternative descriptions of the Haar measure on PSL(2,R) using other coordinate
systems on T 1H2 ∼= H2 × S1.

Let x + iy ∈ H2, 0 ≤ θ < 2π and ξ ∈ R ∪ {∞} ≈ S1 be the positive end of the
parametrized hyperbolic geodesic C through x+ iy, whose velocity at this point is
the unit tangent vector making angle θ with the vertical half line at x+ iy. Then,

tan
θ

2
=

y

x− ξ
and ξ = x− y cot

θ

2
.

Therefore,

1
y2
dxdydθ = 2 sin2 θ

2
· 1
y3
dxdydξ =

2
y|(x+ iy)− ξ|2

dxdydξ.

Let now η be the negative end of C and s be the signed hyperbolic distance of x+ iy
from the highest point of C. Obviously,

η = x+ y cot(
π − θ

2
) = x+ y tan

θ

2
.

Let T = φ(x+ iy, yeiθ), that is

T (z) = y ·
(cos

θ

2
)z + sin

θ

2

(− sin
θ

2
)z + cos

θ

2

+ x

and in particular T (0) = η, T (i) = x + iy and T (∞) = ξ. Thus, T maps the
imaginary semiaxis onto C and for every z ∈ C there is a unique t > 0 such that
T (it) = z. The hyperbolic distance of z from x + iy is equal to the hyperbolic
distance of it from i, and therefore equal to | log t|. If

T (z) =
αz + β

γz + δ
,

then ξ = α/γ, η = β/δ and

T (it) =
(αγt2 + βδ) + it

γ2t2 + δ2
.
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Hence
ImT (it) =

t

γ2t2 + δ2
,

which takes its maximum value for t = |δ/γ|. It follows that s = log |δ/γ| and so

(η, ξ, s) = (
β

δ
,

1
γδ

+
β

δ
, log | δ

γ
|).

The Jacobian matrix of this trasformation is1
δ 0 − β

δ2

1
δ − 1

δγ2 −1+βγ
γδ2

0 − 1
γ

1
δ


and has determinant −2/δ3γ2. Consequently,

1
|η − ξ|2

dηdξds =
2
|δ|
dβdγdδ.

Finally, consider the horocycle that passes through ξ and x + iy. Let r > 0 be its
euclidean radius and u be the signed hyperbolic length of the arc on the horocycle
from x+ iy to the highest point of the horocycle.

Since T (i) = x+ iy and T (∞) = ξ, the horocycle is the image of the horocycle
{z ∈ H2 : Imz = 1} by T . In other words, the horocycle is the set {T (t+ i) : t ∈ R}.
Now

ImT (t+ i) =
1

(γt+ δ)2 + γ2
,

which takes its maximum value 1/γ2 for t = −δ/γ. Therefore r = 1/2γ2. On the
other hand, since T is a hyperbolic isometry, u is equal to the signed hyperbolic

length of the euclidean line segment from i to i− δ

γ
, and this is δ/γ. Thus,

(ξ, r, u) = (
1 + βγ

γδ
,

1
2γ2

,
δ

γ
)

and the Jacobian matrix of this transformation is
1
δ − 1

δγ2 −1+βγ
γδ2

0 − 1
γ3 0

0 − δ
γ2

1
γ


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which has determinant − 1
δγ4

. Hence

4
|δ|
dβdγdδ = 4γ4dξdrdu =

1
r2
dξdrdu.

5.3 The geodesic flow of the hyperbolic plane

Using the notations of section 5.1, the set p(A) is a one parameter subgroup of
PSL(2,R). For every t ∈ R we have p(at/2)(z) = etz for every z ∈ C ∪ {∞}. The
formula

gt(z, (Imz)eiθ) = φ−1(φ(z, (Imz)eiθ) ◦ p(at/2)), t ∈ R, (z, (Imz)eiθ) ∈ T 1H2

defines a smooth flow on the unit tangent bundle of H2. If we set T = φ(z, (Imz)eiθ),
then T (0) = η, T (∞) = ξ and T (i) = z, according to the notations of section
5.2. Thus, gt(z, (Imz)eiθ) defines the same parametrized hyperbolic geodesic as
(z, (Imz)eiθ). Moreover, the hyperbolic distance of (T ◦ p(at/2))(i) = T (eti) from z

is |t|. This means that the point of application of the tangent vector gt(z, (Imz)eiθ)
is the point on the parametrized geodesic defined by (z, (Imz)eiθ) after time t. This
shows that (gt)t∈R is the geodesic flow of H2. It is clear that in the coordinates
(η, ξ, s) for T 1H2 of section 5.2, the geodesic flow is the parallel flow given by

gt(η, ξ, s) = (η, ξ, s+ t)

and has global section the set of points of the form (η, ξ, 0), η 6= ξ, which is smoothly
diffeomorphic to a cylinder.

On PSL(2,R) there is also the one parameter group p(N). For every t ∈ R we
have p(nt)(z) = z + t for every z ∈ C ∪ {∞}. The formula

ht(z, (Imz)eiθ) = φ−1(φ(z, (Imz)eiθ) ◦ p(nt)), t ∈ R, (z, (Imz)eiθ) ∈ T 1H2

defines a smooth flow on the unit tangent bundle of H2. Now (z, (Imz)eiθ) and
ht(z, (Imz)eiθ) determine parametrized hyperbolic geodesics which are positively
asymptotic at ξ. Moreover, since (T ◦ p(nt))(i) = T (i+ t), the points of application
of the tangent vectors (z, (Imz)eiθ) and ht(z, (Imz)eiθ) are on the horocycle

T ({w ∈ H2 : Imw = 1})

and the vectors are orthogonal to the horocycle. The hyperbolic length of the arc
on the horocycle from z to the point of application of ht(z, (Imz)eiθ) is equal to the
hyperbolic length of the euclidean line segment from i to i + t, which is |t|. Thus,
ht(z, (Imz)eiθ) is taken by translating (z, (Imz)eiθ) along the horocycle it determines
with ξ, keeping it orthogonal to the horocycle, by a signed hyperbolic length t. The
flow (ht)t∈R is called the horocycle flow of the hyperbolic plane. It is clear that in
the coordinates (ξ, r, u) of section 5.2 the horocycle flow is the parellel flow given by

ht(ξ, r, u) = (ξ, r, u+ t)
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and has global section the set of points of the form (ξ, r, 0) which is diffeomorphic
to a cylinder. Since ntas = asnte−2s , we have

gs ◦ ht = hte−s ◦ gs

for every t, s ∈ R.

On PSL(2,R) there is also the one parameter group p(K), which de-
fines on the unit tangent bundle of H2 the smooth flow Rt(z, (Imz)eiθ) =
φ−1(φ(z, (Imz)eiθ) ◦ p(kt/2)) = (z, (Imz)ei(θ+t)), t ∈ R, (z, (Imz)eiθ) ∈ T 1H2. The
three flows are related as follows.

5.3.1. Proposition. If t ∈ R, then

hs = Rπ−a ◦ gt ◦R2π−a,

where cot a =
s

2
, 0 < a < π and s = 2 sinh

t

2
.

Proof. Since sinh
t

2
= cot a, we have

tan2 a

2
+ (et/2 − e−t/2) tan

a

2
− 1 = 0

from which follows that tan
a

2
= e−t/2, because 0 < a < π. On the other hand, since

(Rπ−a)−1 = Rπ+a, it suffices to prove that Rπ+a ◦ hs = gt ◦ R2π−a. Now Rπ+a ◦ hs

is represented by the matrix(
1 s
0 1

)(
− sin a

2 cos a
2

− cos a
2 − sin a

2

)
=
(
− sin a

2 − s cos a
2 cos a

2 − s sin a
2

− cos a
2 − sin a

2

)
and gt ◦R2π−a is represented by(

− cos a
2 sin a

2
− sin a

2 − cos a
2

)(
et/2 0
0 e−t/2

)
=
(
−et/2 cos a

2 e−t/2 sin a
2

−et/2 sin a
2 −e−t/2 cos a

2

)
.

Since tan
a

2
= e−t/2 and cot a =

s

2
, the two matrices are equal. �
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5.4 The Poincaré disc model

Let D2 = {z ∈ C : |z| < 1}. The Cayley transformation

F (z) =
iz + 1
z + i

maps H2 onto D2 and has inverse

F−1(z) =
−iz + 1
z − i

with complex derivative

(F−1)′(z) =
−2

(z − i)2
.

If we trasform the hyperbolic Riemannian metric on H2 by F , we get on D2 the
Riemannian metric

〈v, w〉z =
4

(1− |z|2)2
Re(vw̄)

where v, w ∈ TzD2 and z ∈ D2. The unit disc equipped with this metric is an
alternative model for the plane hyperbolic geometry. The hyperbolic area of a Borel
set A ⊂ D2 is ∫

A

4
(1− |z|2)2

dxdy.

The hyperbolic geodesics in D2 are the images by the Cayley transformation of the
hyperbolic geodesics in H2, and are either diameters of D2 or euclidean circular
arcs orhogonal to the boundary circle ∂D2. The orientation preserving hyperbolic
isometries of D2 are of the form F ◦ T ◦ F−1, where T is an orientation preserving
hyperbolic isometry of H2. This is precisely the set M of Möbius transformations
that preserve the unit disc. Thus, the elements of M are of the form

S(z) =
az + c̄

cz + ā

where a, c ∈ C are such that |a|2−|c|2 = 1. The fact that S is a hyperbolic isometry
of D2 is expressed by the equality

|S′(z)|
1− |S(z)|2

=
1

1− |z|2

which is easily verified. The elements of M have the following useful properties.

5.4.1. Proposition. If S ∈M, then
(i) |S(z)− S(w)| = |S′(z)|1/2|S′(w)|1/2|z − w|, for every z, w ∈ C, and
(ii)

|(S−1)′(ξ)| = 1− |S(0)|2

|ξ − S(0)|2

for every ξ ∈ ∂D2.



72 CHAPTER 5. GEODESIC FLOWS OF HYPERBOLIC SURFACES

Proof. (i) Since

S′(z) =
1

(cz + ā)2
,

we have

|S(z)− S(w)| = |z − w|
|cz + ā| · |cw + ā|

= |S′(z)|1/2|S′(w)|1/2|z − w|.

(ii) Applying (i) for z = S−1(ξ) and w = 0, we have

|ξ − S(0)|2 = |S′(S−1(ξ))| · |S′(0)| · |S−1(ξ)|2 =
1

|(S−1)′(ξ)|
· (1− |S(0)|2),

since |S′(0)| = 1− |S(0)|2, because S is a hyperbolic isometry of D2. �

The elements of the unit tangent bundle T 1D2 are determined by triples
(x, y, eiθ), where x + iy is the point of application and θ is the angle the tangent
vector forms with the horizontal axis. The derivative of the Cayley transforma-
tion transfers the geodesic and horocycle flows of H2 to those of D2. The invariant
Liouville measure on T 1D2 is

4
[1− (x2 + y2)]2

dxdydθ.

5.5 Ergodicity of geodesic flows of hyperbolic surfaces

A hyperbolic surface M is the quotient space of H2 by a subgroup G of PSL(2,R)
which acts freely and properly discontinuously by hyperbolic isometries on H2.
Then, M is an orientable, connected 2-manifold, and can be equipped with a
Riemannian metric that makes the quotient map q : H2 → M a local isometry.
Moreover, q is the universal covering of M and π1(M) ∼= G. Recall that any ori-
entable, connected, complete Riemannian 2-manifold of constant negative curvature
−1 arises in this way.

The action of G on H2 induces an action on T 1H2 in the obvious way, which is
also free and properly discontinuous. The quotient space of T 1H2 by this action is
precisely T 1M and the quotient map is the derivative of q. It is clear that T 1M is
smoothly diffeomorphic to the homogeneous space G\PSL(2,R) of right cosets of
G in PSL(2,R).

The geodesics in M are images of the hyperbolic geodesics in H2 by q. Since
the geodesic flow of H2 is invariant under hyperbolic isometries, it projects by q to
the geodesic flow of M . Similarly, q maps the horocycle flow of H2 to a flow on
T 1M , which we shall call horocycle flow of M . In terms of PSL(2,R), the geodesic
and horocycle flow of M can be described as follows, using the notations of section
5.1. The right action of the one parameter subgroup p(A) on PSL(2,R) commutes
with the left action of G on PSL(2,R), and therefore induces a smooth flow on
G\PSL(2,R), which is precisely (conjugate to) the geodesic flow of M . In the same
way, the horocycle flow of M is (conjugate to) the smooth flow on G\PSL(2,R) that
is induced by the right action of the one parameter subgroup p(N) of PSL(2,R).
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The Liouville measure µ on T 1M is obtained from the Liouville measure on
T 1H2. If P is a Dirichlet polygon of G, then µ(A) is the Liouville measure of
(Dq)−1(A) ∩ (P × S1) in T 1H2, for every Borel set A ⊂ T 1M . If M is compact,
then P is a finite hyperbolic polygon, and so it has finite hyperbolic area. Thus, in
this case the Liouville measure on T 1M is finite.

In the sequel, we shall assume that M is compact and we shall denote by (gt)t∈R
the geodesic and by (ht)t∈R the horocycle flow of M . Note that gt◦hs = hse−t ◦gt, by
the corresponding property of the geodesic and the horocycle flow of H2. We shall
also assume that µ is the normalized Liouville measure on T 1M , that is µ(T 1M) = 1.

5.5.1. Lemma. Let f : T 1M → R be in L1(µ). If f is invariant by the geodesic
flow, then it is µ-almost everywhere invariant by the horocycle flow.

Proof. Let s ∈ R. Since C(T 1M) is dense in L1(µ), there exists a sequence of
continuous functions fn : T 1M → R, n ∈ N, such that

lim
n→+∞

∫
T 1M

|fn − f |dµ = 0.

Thus, for every ε > 0 there exists n0 ∈ N such that for n ≥ n0 we have∫
T 1M

|fn − f |dµ < ε

3

and so ∫
T 1M

|fn ◦ hse−t ◦ gt − f ◦ hse−t ◦ gt|dµ =
∫

T 1M
|fn − f |dµ < ε

3

for every t ∈ R. Since T 1M is compact, there exists t0 > 0 such that∫
T 1M

|fn0 ◦ hse−t ◦ gt − fn0 ◦ gt|dµ <
ε

3

for every t ≥ t0. It follows from these that∫
T 1M

|f ◦ hse−t ◦ gt − f ◦ gt|dµ < ε

for every t ≥ t0. But f ◦ hse−t ◦ gt = f ◦ gt ◦ hs = f ◦ hs, because f is invariant by
the geodesic flow. So we get ∫

T 1M
|f ◦ hs − f |dµ < ε

for every ε > 0, and the conclusion follows. �

Let now f : T 1M → R be a measurable, invariant function by the geodesic flow,
and therefore µ-almost everywhere invariant by the horocycle flow too. The same
are true for f ◦ q∗ : T 1H2 → R, which is moreover invariant by the action of G. Let
ξ ∈ R ∪ {∞}. For every x0 + iy0 ∈ H2 there exists a unique hyperbolic geodesic
passing through x0 + iy0, having positive end ξ, and a unique horocycle passing
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through x0 + iy0 and ξ. The hyperbolic geodesic passing through an arbitrary point
x′ + iy′ ∈ H2 and having positive end ξ intersects the horocycle at a point x + iy,
which depends only on x′ and y′. Then,

(f ◦ q∗)(x′, y′, ξ) = (f ◦ q)(x, y, ξ) = (f ◦ q)(x0, y0, ξ)

µ-almost for every x0 + iy0, x′ + iy′ ∈ H2, since f is invariant by the geodesic
flow. Thus, we have a measurable function f̃ : R ∪ {∞} → R defined by
f̃(ξ) = (f ◦ q∗)(x0, y0, ξ), which is invariant by the action of G on R ∪ {∞}.

5.5.2. Proposition. If the action of G on R ∪ {∞} is ergodic with respect to the
Lebesgue measure, then the geodesic flow is ergodic with respect to the Liouville
measure.

Proof. Let f : T 1M → R be a measurable function, invariant by the geodesic flow.
Let f̃ be the measurable function defined above. If the action of G on R ∪ {∞} is
ergodic, then f̃ is constant almost everywhere with respect to the Lebesgue measure.
As we saw in section 5.2 the Liouville measure has the form

2
y|(x+ iy)− ξ|2

dxdydξ

modulo a constant. Consequently, f ◦ q∗ must be almost everywhere constant with
respect to the Liouville measure on T 1H2 and so must be f on T 1M . �

Thus, the ergodicity of the geodesic flow is reduced to the ergodicity of the
action of G on R ∪ {∞} ≈ S1. To study this, it is more convenient to work with
the Poincaré disc model. Thus, in the sequel we assume that G is a subgroup of M
which acts freely and properly discontinuously on D2, and its orbit space is compact,
that is it has a Dirichlet polygon which is a compact subset of D2.

For every ξ ∈ S1 = ∂D2, one can define the harmonic function P (., ξ) : D2 → R+

by

P (z, ξ) =
1− |z|2

|z − ξ|2
,

which is called the Poisson kernel. For every g ∈M we have

P (g(z), g(ξ)) =
1− |g(z)|2

|g(z)− g(ξ)|2
=

|g′(z)|(1− |z|2)
|g′(z)||g′(ξ)||z − ξ|2

=
1

|g′(ξ)|
P (z, ξ).

If f : S1 → R is in L1 of the Lebesgue measure, the function F : D2 → R defined by

F (z) =
1
2π

∫ 2π

0
P (z, eiθ)f(eiθ)dθ

is the Poisson integral of f and is harmonic, because it is the real part of the function

1
2π

∫ 2π

0

eiθ + z

eiθ − z
f(eiθ)dθ =

1
2π

∫ 2π

0

2
eiθ − z

eiθf(eiθ)dθ − 1
2π

∫ 2π

0
f(eiθ)dθ

which is holomorphic in D2. For every g ∈M and z ∈ D2 we have

F (g(z)) =
1
2π

∫ 2π

0
P (g(z), eiθ)f(eiθ)dθ =
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1
2π

∫ 2π

0
P (z, g−1(eiθ))|(g−1)′(eiθ)|f(eiθ)dθ =

1
2π

∫ 2π

0
P (z, eiθ)f(g(eiθ))dθ.

It follows from this that if f ◦ g = f , then F ◦ g = F .
For every 0 ≤ r < 1 let Fr : S1 → R be the function defined by Fr(ξ) = F (rξ).

Then, ‖F‖1 ≤ ‖f‖1 and
lim
r→1

‖Fr − f‖1 = 0.

5.5.3. Theorem. Let G be a subgroup of M, which acts freely and properly
discontinuously on D2. If the orbit space of the action is compact, then G acts
ergodically on S1 = ∂D2 with respect to the Lebesgue measure.

Proof. Let f : S1 → R be a measurable function, invariant by the action of G.
Then, the Poisson integral

F (z) =
1
2π

∫ 2π

0
P (z, eiθ)f(eiθ)dθ

is a harmonic function on D2 invariant under the action of G. Since the orbit space
of G is compact, G has a compact Dirichlet polygon Q in D2. It follows that F takes
on extreme values on Q, and therefore in D2, because it is invariant under G. By
the Maximum Principle, F must be constant and so∫

S1

|F (0)− f | = lim
r→1

‖Fr − f‖1 = 0.

Hence f = F (0) almost everywhere with respect to the Lebesgue measure. �

5.5.4. Corollary. The geodesic flow of a compact hyperbolic surface is ergodic with
respect to the Liouville measure.

We shall now investigate the ergodicity of the horocycle flow. We shall need the
following.

5.5.5. Lemma. If f ∈ L1(µ), then lima→0 ‖f ◦Ra − f‖1 = 0.

Proof. Since C(T 1M) is dense in L1(µ), there exists a sequence of continuous
functions fn : T 1M → R, n ∈ N, such that limn→+∞ ‖fn − f‖1 = 0. Let ε > 0.
There exists n0 ∈ N such that ‖fn − f‖1 < ε/3, for n ≥ n0. Since T 1M is compact,
each fn is uniformly continuous, and therefore lima→0 ‖fn ◦Ra − fn‖ = 0. Let δ > 0
be such that ‖fn0 ◦Ra − fn0‖ < ε/3 for |a| < δ. Then,

‖f ◦Ra − f‖1 ≤ ‖f ◦Ra − fn0 ◦Ra‖1 + ‖fn0 ◦Ra − fn0‖1 + ‖fn0 − f‖1 <

‖(f − fn0) ◦Ra‖1 + ‖fn0 ◦Ra − fn0‖1 +
ε

3
<

‖f − fn0‖1 +
2ε
3
< ε. �
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5.5.6. Theorem. The horocycle flow of a compact hyperbolic surface is ergodic
with respect to the Liouville measure.

Proof. Let f ∈ L1(µ) be invariant by the horocycle flow (hs)s∈R. Then, f = f ◦hs =
f ◦ Rπ−a ◦ gt ◦ R2π−a, where cot a = s/2, 0 < a < π, and s = 2 sinh(t/2), by 5.3.1.
Thus, f ◦Ra ◦ g−t = f ◦Rπ−a. For every l ∈ L1(µ) we have∫

T 1M
(f ◦Rπ−a) · ldµ =

∫
T 1M

(f ◦Ra) · (l ◦ gt)dµ

and taking the limit we get

lim
t→+∞

∫
T 1M

f · (l ◦ gt)dµ =
∫

T 1M
(f ◦Rπ) · ldµ,

because limt→+∞ a = 0. Therefore,

lim
t→+∞

1
t

∫ t

0

(∫
T 1M

f · (l ◦ gs)dµ
)
ds =

∫
T 1M

(f ◦Rπ) · ldµ.

Since the geodesic flow is ergodic, by Fubini’s theorem and dominated convergence,
we have

lim
t→+∞

1
t

∫ t

0

(∫
T 1M

f · (l ◦ gs)dµ
)
ds =

(∫
T 1M

fdµ

)(∫
T 1M

ldµ

)
.

It follows that ∫
T 1M

l ·
(
f ◦Rπ −

∫
T 1M

fdµ

)
dµ = 0

for every l ∈ L1(µ). Consequently,

f ◦Rπ =
∫

T 1M
fdµ

µ-almost everywhere, and f is µ-almost everywhere constant. �



Chapter 6

Horocycle flows of hyperbolic
surfaces

6.1 Horocycle flows and discrete subgroups of SL(2, R)

Let M be a compact hyperbolic surface, that is M is the quotient space of H2

by a subgroup G of PSL(2,R), which acts freely and properly discontinuously by
hyperbolic isometries on H2. As we saw in section 5.5, the unit tangent bundle T 1M
is smoothly diffeomorphic to the homogeneous space G\PSL(2,R) of right cosets
of G in PSL(2,R) and the Liouville measure is the projection of the Haar measure
on PSL(2,R), modulo a constant. If p : SL(2,R) → PSL(2,R) is the double
covering map, then Γ = p−1(G) is a discrete subgroup of SL(2,R) and Γ\SL(2,R)
is smoothly diffeomorphic to G\PSL(2,R), and the Liouville measure corresponds
to the induced by the Haar measure on SL(2,R). The latter is the unique Borel
measure on Γ\SL(2,R) which is invariant by the right action of SL(2,R) such that
if f ∈ Cc(SL(2,R)) and fΓ ∈ C(Γ\SL(2,R)) is defined by

fΓ(Γg) =
∑
γ∈Γ

f(γg),

then the integral of fΓ over Γ\SL(2,R) is equal to the integral of f over SL(2,R).
The above diffeomorphism gives an isomorphism of the geodesic flow of M with

the right action of the one parameter subgroup A of SL(2,R) on Γ\SL(2,R) defined
by

gt(Γg) = Γ(gat/2), t ∈ R

and an isomorphism of the horocycle flow with the right action of the one parameter
subgroup N of SL(2,R) on Γ\SL(2,R) defined by

ht(Γg) = Γ(gnt), t ∈ R.

Recall that gt ◦ hs = hse−t ◦ gt for every t, s ∈ R.
In the next section we shall prove that the horocycle flow of a compact hyperbolic

surface is minimal. The compactness assumption is essential for minimality. If M
has merely finite hyperbolic area, but is not compact, then G contains at least one

77
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parabolic element of the form p(gntg
−1), for some t ∈ R, t 6= 0, and g ∈ SL(2,R),

and then
ht(Γg) = Γ(gntg

−1g) = Γg.

In other words, Γg is a periodic point.
The geodesic flow is not minimal, even when M is compact. If T is a hyperbolic

element of G, it has two different fixed points ξ, η ∈ ∂H2 and it leaves the hyperbolic
geodesic with positive end ξ and negative end η invariant. It follows that for every
s ∈ R the point (ξ, η, s) in T 1H2 projects to a periodic point of the geodesic flow on
T 1M .

6.1.1. Lemma. Let g ∈ SL(2,R). The orbit of Γg under the horocycle flow is dense
in Γ\SL(2,R) if and only if the orbit of gN under the left action of Γ on the ho-
mogeneous space SL(2,R)/N of left cosets of N in SL(2,R) is dense in SL(2,R)/N .

Proof. We observe that Γg has a dense orbit in Γ\SL(2,R) under the horocycle flow
if and only if ΓgN = SL(2,R), because the quotient projection of SL(2,R) onto
Γ\SL(2,R) is a continuous, open map. For a similar reason, gN has a dense orbit
under the left action of Γ if and only if ΓgN = SL(2,R). �

Thus, the horocycle flow is minimal if and only if the left action of Γ on
SL(2,R)/N is minimal. We examine this action more closely. The natural ac-
tion of SL(2,R) on R2 by evaluation has only two orbits, namely {(0, 0)} and
R2 \ {(0, 0)}. The isotropy group of the vector e1 is N . Therefore, the map
φ : SL(2,R)/N → R2 \ {(0, 0)} defined by φ(gN) = g(e1) is smooth, one-to-one
and onto. Actually, it is a diffeomorphism, since its inverse ψ is defined by

ψ(x, y) =

(
x −y

x2+y2

y x
x2+y2

)
N.

Moreover, φ is an isomorphism of the left action of SL(2,R) on SL(2,R)/N to
the action of SL(2,R) on R2\{(0, 0)} by evaluation. Thus, we arrive at the following.

6.1.2. Proposition. The horocycle flow is minimal if and only if the natural action
of Γ on R2 \ {(0, 0)} by evaluation is minimal.

6.2 Dynamics of discrete subgroups of SL(2, R)

Let Γ be a discrete subgroup of SL(2,R) such that −I2 ∈ Γ, where I2 is the identity
2× 2 matrix, and Γ\SL(2,R) is compact. The first condition implies that if g ∈ Γ,
then −g ∈ Γ also. We shall denote by µ the normalized measure on Γ\SL(2,R)
which is induced by the Haar measure on SL(2,R).

6.2.1. Lemma. For every g ∈ SL(2,R) and every open neighbourhood V of I2 in
SL(2,R) there exists n ∈ N such that Γ ∩ V gnV −1 6= ∅.

Proof. Since the quotient map q : SL(2,R) → Γ\SL(2,R) is a continuous,
open, onto map, and the Haar measure is positive on open sets, we have
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µ(q(V gk)) = µ(q(V )) > 0 for every k ∈ Z. Hence there are k, l ∈ Z with k > l such
that q(V gk) ∩ q(V gl) 6= ∅, because µ is finite. This means that there are some x,
y ∈ V such that xgk−ly−1 ∈ Γ. �

6.2.2. Lemma. For every ε > 0 and t > 0 there exists an open neighbourhood V of
I2 in SL(2,R) such that for every s ≥ t every element of asV has real eigenvalues
λ1 > 1 and λ2 = 1/λ1 with respective eigenvectors x1 and x2 such that ‖xj‖ = 1
and ‖xj − ej‖ < ε, j = 1, 2.

Proof. For every δ > 0 we consider the set

Vδ = {
(
a b
c d

)
∈ SL(2,R) : max{|a− 1|, |b|, |c|, |d− 1|} < δ}.

The family {Vδ : 0 < δ < 1} is a basis of open neighbourhoods of I2 in SL(2,R).
Let

0 < δ <
(et − 1)2

e2t + 1
<
et − 1
et + 1

< 1,

so that 1 + δ < et(1− δ). If

g =
(
a b
c d

)
∈ Vδ,

then a, d > 0 and

asg =
(
aes bes

ce−s de−s

)
for every s ∈ R, which has eigenvalues λ1,2 =

1
2
(aes + de−s ±

√
(aes + de−s)2 − 4).

The quantity aes + de−s is increasing with s ≥ t, because√
d

a
<

√
1 + δ

1− δ
<

1 + δ

1− δ
< et.

So, for every s ≥ t we have aes +de−s ≥ aet +de−t > (1−δ)(et +e−t) > 2. It follows
that λ1,2 ∈ R and λ1 > 1, 0 < λ2 = 1/λ1 < 1. An eigenvector of asg corresponding
to λ1 is y1 = (λ1 − de−s, ce−s). If x1 = y1/‖y1‖, then

‖x1 − e1‖2 = 2(1− 1
‖y1‖

〈y1, e1〉) = 2(1− λ1 − de−s√
(λ1 − de−s)2 + (ce−s)2

) ≤

2(1− λ1 − de−s

(λ1 − de−s) + |c|e−s
) =

2|c|e−s

(λ1 − de−s) + |c|e−s
) ≤ 2|c|

es(λ1 − de−s)
,

because λ1 − de−s >
1
2
[(1− δ)es − (1 + δ)e−s] > 0. But

es(λ1 − de−s) =
1
2
es(aes − de−s +

√
aes + de−s)2 − 4) ≥ 1

2
(ae2s − d) ≥

1
2
(ae2t − d) ≥ 1

2
[(1− δ)e2t − (1 + δ)] =

1
2
[(e2t − 1)− δ(1 + e2t)] > et − 1.
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Hence
‖x1 − e1‖2 <

2|c|
et − 1

<
2δ

et − 1
.

It is obvious now that for every ε > 0 there exists δ > 0 such that ‖x1 − e1‖ < ε for
every g ∈ Vδ and s ≥ t. Similarly, there is a unit eigenvector x2 for λ2 such that
‖x2 − e2‖ < ε. �

6.2.3. Lemma. Let g ∈ SL(2,R) be an element with two real eigenvalues λ1 > 1
and 0 < λ2 = 1/λ1 < 1 with corresponding unit eigenvectors z1 and z2. Then
for every ε > 0 there exists an open neighbourhood V of I2 in SL(2,R) such
that for every n ∈ N every element of gnV has two real eigenvalues λ̃1 > 1 and
0 < λ̃2 = 1/λ̃1 < 1 with corresponding unit eigenvectors z̃1 and z̃2 such that
‖zj − z̃j‖ < ε, j = 1, 2.

Proof. Let 0 < ε < 1. We observe first that there are T ∈ SL(2,R) and t > 0
such that TgT−1 = at. Thus, zj = cjT

−1(ej), where cj = ‖T−1(ej)‖−1, j = 1, 2.
Let c = max{c1, c2}. There exists 0 < δ < ε such that ‖T−1(y)− T−1(ej)‖ < ε/2c,
whenever y ∈ R2 \ {(0, 0)} and ‖y − ej‖ < δ, j = 1, 2. By 6.2.2, there exists an
open neighbourhood W of I2 in SL(2,R) such that for every n ∈ N every element of
(TgnT−1)W has eigenvalues λ̃1 > 1 and 0 < λ̃2 = 1/λ̃1 < 1 with corresponding unit
eigenvectors y1 and y2 such that ‖yj − ej‖ < δ, j = 1, 2. The set V = T−1WT is an
open neighbourhood of I2 and (TgnT−1)W = T (gnV )T−1 for every n ∈ N. Thus,
for every h ∈ gnV there exists some h′ ∈ (TgnT−1)W such that h = T−1h′T , and
h has the same eigenvalues as h′ with corresponding eigenvectors xj = cjT

−1(yj),
j = 1, 2. Therefore,

‖xj − zj‖ = cj‖T−1(yj)− T−1(ej)‖ < cj
ε

2c
≤ ε

2
.

If now z̃j = xj/‖xj‖, j = 1, 2, then

‖z̃j − zj‖ < 2‖xj − zj‖ ≤ ε. �

6.2.4. Lemma. Let g ∈ SL(2,R) be an element with two real eigenvalues
λ1 > 1 and 0 < λ2 = 1/λ1 < 1 with corresponding unit eigenvectors z1 and z2.
Then for every ε > 0 there exists an open neighbourhood W of I2 in SL(2,R)
such that for every n ∈ N every element of WgnW−1 satisfies the conclusion of 6.2.3.

Proof. Let δ > 0 be such that δ(‖zj‖ + δ) + δ < ε/2, j = 1, 2, and let V be the
open neighbourhood given by 6.2.3 for δ. Let W be an open neighbourhood of I2 in
SL(2,R) such that W = W−1, W ·W ⊂ V and ‖h−I2‖ < δ for every h ∈W . If now
h ∈WgnW−1, there are h1, h2 ∈W such that h = h1g

nh−1
2 = h1(gnh−1

2 h1)h−1
1 , and

h has the same eigenvalues with gnh−1
2 h1 ∈ gnV . If y1 and y2 are corresponding unit

eigenvectors of gnh−1
2 h1, then xj = h1(yj), j = 1, 2, are corresponding eigenvectors

of h, and

‖xj−zj‖ ≤ ‖h1(yj)−yj‖+‖yj−zj‖ ≤ ‖h− I2‖‖yj‖+ δ < δ(‖zj‖+ δ)+ δ < ε/2. �
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6.2.5. Proposition. For any pair of non-empty open sets W1, W2 ⊂ R2 \ {(0, 0)}
there exists γ ∈ Γ having two real different eigenvalues with corresponding eigen-
vectors x1 ∈W1 and x2 ∈W2.

Proof. There are zj ∈ Wj , j = 1, 2, such that {z1, z2} is a basis of the linear space
R2. Let ε > 0 be such that S(zj , ε) ⊂ Wj , j = 1, 2. For every r > 1 there exists
g ∈ SL(2,R) with eigenvalues r and 1/r, and corresponding eigenvectors z1, z2.
Let W be the open neighbourhood of I2 given by 6.2.4. From 6.2.1 there exists
γ ∈ Γ ∩WgnW−1 for some n ∈ N. Therefore γ has two real different eigenvalues
with corresponding eigenvectors x1 and x2 such that ‖xj − zj‖ < ε, j = 1, 2. Hence
x1 ∈W2 and x2 ∈W2. �

6.2.6. Theorem. The set D = {g ∈ SL(2,R) : gΓg−1 ∩ A 6= {I2}} is dense in
SL(2,R).

Proof. The map ψ : GL+(2,R) → (R2 \ {(0, 0)}) × (R2 \ {(0, 0)}) defined by
ψ(g) = (g(e1), g(e2)) is a topological embedding of GL+(2,R) onto an open
subset of (R2 \ {(0, 0)}) × (R2 \ {(0, 0)}). Let W1, W2 ⊂ R2 \ {(0, 0)} be two
non-empty open sets such that W1 ×W2 ⊂ ψ(GL+(2,R)). By 6.2.5, there exists
γ ∈ Γ having two real different eigenvalues with corresponding eigenvectors
x1 ∈ W1 and x2 ∈ W2. Let g ∈ GL(2,R) be such that g(ej) = xj , j = 1, 2.
Then g−1γg has the same eigenvalues with γ and corresponding eigenvectors
e1 and e2. Therefore g−1γg ∈ A. Consequently, D0 ∩ (W1 × W2) 6= ∅, where
D0 = {g ∈ GL+(2,R) : gΓg−1 ∩ A 6= {I2}}. This shows that D0 is dense in
GL+(2,R). Recall now that the homomorphism r : GL+(2,R) → SL(2,R) with
r(g) = (det g)−1/2g is a retraction. Hence D = r(D0) is dense in SL(2,R). �

6.2.7. Corollary. The geodesic flow on Γ\SL(2,R) has a dense set of periodic
orbits.

Proof. A point Γg ∈ Γ\SL(2,R) is periodic with respect to the geodesic flow if and
only if there exists t 6= 0 such that gat/2g

−1 ∈ Γ or equivalently g−1Γg ∩ A 6= {I2}.
According to 6.2.6, the set of all such g is dense in SL(2,R). Therefore its image in
Γ\SL(2,R), which is the set of periodic points of the geodesic flow, is dense. �

By 6.2.6, for our purposes we may assume that Γ ∩ A 6= {I2}. Indeed, there
exists some g ∈ SL(2,R) such that gΓg−1 ∩A 6= {I2}, and Γ′ = gΓg−1 is a discrete
subgroup of SL(2,R) which contains −I2. Obviously, the action of Γ on R2 \{(0, 0)}
is minimal if and only if the action of Γ′ is.

As a first step to the main theorem of this section, we shall prove that Γ acts
minimaly on S1. As action of Γ on S1 we mean the restriction of the action of
SL(2,R) on S1 defined by

g · x =
g(x)
‖g(x)‖

.

Concerning this action we make two remarks. Let z1, z2 ∈ S1 be linearly indepen-
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dent. If we consider them as columns and d = det(z1, z2), then g = (z1,
1
d
z2) ∈

SL(2,R) and g · e1 = z1, g · e2 = ±z2.
If z = (x, y) ∈ S1 with y > 0 and t = −x/y, then nt · z = e2. If y < 0, then

ntz = −e2.

6.2.8. Lemma. If W1, W2 ⊂ S1 are two non-empty open sets, then for every y1,
y2 ∈ S1 there exists g ∈ SL(2,R) such that ±g · y1 ∈W1 and g−1 · y2 ∈W2.

Proof. There exists a rotation g1 such that e1 ∈ g1 ·W2 and g1 · y1 6= ±e1. From the
second remark above, there exists g2 ∈ N such that (g2g1) · y1 = ±e2. Since e1 is
fixed by N , we also have e1 ∈ (g2g1) ·W2. Applying the first remark to y2 and any
other point z ∈ W1, which is linearly independent to y2, there exists g3 ∈ SL(2,R)
such that g3 · e1 = y2 and (g3g2g1) · y1 = ±z. It follows that y2 ∈ g · W2 and
±g · y1 ∈W1, where g = g3g2g1. �

6.2.9. Proposition. The action of Γ on S1 is minimal.

Proof. Let z ∈ S1 and W ⊂ S1 be a non-empty open set. The set

J = {(a, b) ∈ S1 : a, b >
1
2
}

is an open interval. By 6.2.8, there exists some g ∈ SL(2,R) such that ±g · e1 ∈W
and z ∈ g · J . Hence z = a(g · e1) + b(g · e2) for some a, b > 0. By continuity,
there exists an open neighbourhood Vj of g · ej in S1 such that every z1 ∈ V1 and
z2 ∈ V2 are linearly independent and z = cz1 + dz2 for some c, d > 0. From 6.2.5,
there exists γ ∈ Γ with real eigenvalues λ > 1 and 0 < 1/λ < 1, and corresponding
eigenvectors z1 ∈ V1, z2 ∈ V2. Thus, there are c, d > 0 such that z = cz1 + dz2 and
for every n ∈ N we have γn(z) = cλnz1 + dλ−nz2. Therefore

lim
n→+∞

γn · z = lim
n→+∞

cλnz1 + dλ−nz2
‖cλnz1 + dλ−nz2‖

= z1,

because c > 0 and λ > 1. If g · e1 ∈ W , then choosing V1 ⊂ W we have
γn · z ∈ W eventually. If −g · e1 ∈ W , then we choose −V1 ⊂ W , and so
limn→+∞ (−γn) · z = −z1 ∈W , while −γn ∈ Γ, since −I2 ∈ Γ. �

6.2.10. Lemma. If for every pair of non-empty open sets W1, W2 ⊂ R2 \ {(0, 0)}
there exists γ ∈ Γ such that γ(W1) ∩W2 6= ∅, then there exists a dense orbit of Γ
in R2 \ {(0, 0)}.

Proof. Let {Vn : n ∈ N} be a countable basis of open sets of R2 \ {(0, 0)}. A
point x ∈ R2 \ {(0, 0)} has a dense otbit under Γ if and only if x ∈ ∩∞n=1Un,
where Un = ∪γ∈Γγ(Vn). Since Un is non-empty, open, invariant by Γ and dense in
R2 \ {(0, 0)}, by our assumption, it follows from the Baire theorem that ∩∞n=1Un is
dense in R2 \ {(0, 0)}. �
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6.2.11. Proposition. There exists at least one dense orbit of Γ in R2 \ {(0, 0)}.

Proof. Because of 6.2.10, it suffices to prove that for every pair of non-empty open
sets V1, V2 in R2 \ {(0, 0)} there exists some γ ∈ Γ such that γ(V1) ∩ V2 6= ∅.
With no loss of generality we may assume that V1, V2 are open discs. Let
r : R2 \ {(0, 0)} → S1 be the retraction. Let y ∈ V2. From 6.2.9, there exists some
γ0 ∈ Γ such that r(γ0(y)) = r(γ0(r(y))) ∈ r(V1), and so r(γ0(y)) ∈ r(V1)∩r(γ0(V2)),
which means that r(V1)∩r(γ0(V2)) 6= ∅. Applying 6.2.5, there exists γ ∈ Γ with two
real eigenvalues λ > 1 and 0 < 1/λ < 1 and corresponding eigenvectors x1, x2 ∈ V1,
such that {tx1 : t > 0} ∩ γ0(V2) 6= ∅. Denoting by [x1, x2] the straight line segment
with endpoints x1 and x2, we have γn([x1, x2]) = [γn(x1), γn(x2)] = [λnx1, λ

−nx2]
for every n ∈ N. It follows that every point of the halfline {tx1 : t > 0} is the
limit of some sequence (yn)n∈N, where yn ∈ [λnx1, λ

−nx2], n ∈ N. Since γ0(V2) is
open, this implies that there exists some n0 ∈ N such that γ0(V2)∩ γn([x1, x2]) 6= ∅
for every n ≥ n0. Since [x1, x2] ⊂ V1, because V1 is convex, we conclude that
(γ−1

0 γn)(V1) ∩ V2 6= ∅. �

6.2.12. Corollary. There exists at least one point in S1 whose orbit is dense in
R2 \ {(0, 0)}.

Proof. If x ∈ R2 \ {(0, 0)} has a dense orbit, then so does x/‖x‖. �

6.2.13. Lemma. The vector e1 has a dense orbit in R2 \ {(0, 0)}.

Proof. By 6.2.12 there exists some x0 ∈ S1 with a dense orbit in R2\{(0, 0)}, and by
6.2.9 there exists a sequence (γn)n∈N in Γ such that limn→+∞ r(γn(e1)) = x0. Since
we assume that Γ ∩ A 6= {I2}, there is some diagonal γ0 ∈ Γ ∩ A with eigenvalues
λ > 1 and 0 < 1/λ < 1. For every n ∈ N, there exists some kn ∈ Z such that 1 ≤
λkn‖γn(e1)‖ ≤ λ, or in other words 1 ≤ ‖γnγ

kn
0 (e1)‖ ≤ λ. Passing to a subsequence

if necessary, we may assume by compactness that there is some y ∈ R2 \ {(0, 0)}
with 1 ≤ ‖y‖ ≤ λ such that limn→+∞ γnγ

kn
0 (e1)) = y. It follows that

y = lim
n→+∞

λkn‖γn(e1)‖r(γn(e1)) = ‖y‖x0.

Hence ‖y‖x0 ∈ Γ(e1), and by linearity R2 \ {(0, 0)} = Γ(‖y‖x0) ⊂ Γ(e1). �

We consider now a 0 < θ0 < π/6, and for every 0 < ε ≤ 1 we set

Jε = {(cos θ, sin θ) ∈ S1 : |θ| < εθ0}.

The family {Jε : 0 < ε ≤ 1} is a neighbourhood base of open intervals of e1 in S1.

6.2.14. Lemma. If γ ∈ Γ ∩ A, γ 6= I2, then for every ε > 0 there exists k(ε) ∈ N
such that r(γk(x)) ∈ Jε for every x ∈ R2 \ {(0, 0)} with r(x) ∈ J1 and k ≥ k(ε).

Proof. This follows easily, since γ is diagonal with eigenvalues some λ > 1 and
0 < 1/λ < 1. Indeed, if r(x) ∈ J1, then r(x) = (cos θ, sin θ) for some |θ| < θ0,
and γk(x) = ‖x‖(λk cos θ, λ−k sin θ) = (tk cos θk, tk sin θk), where tk > 0 and
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tan θk = λ−2k tan θ. Therefore, |θk| ≤ | tan θk| = λ−2k| tan θ| ≤ λ−2k| tan θ0|.
Consequently, there exists some k(ε) ∈ N with |θk| < εθ0 for every k ≥ k(ε), and
then r(γk(x)) = (cos θk, sin θk) ∈ Jε. �

6.2.15. Lemma. Let x ∈ S1 and Lx = {‖γ(x)‖ : γ ∈ Γ is such that r(γ(x)) ∈ J1}.
There exists a compact set Kx ⊂ (0,+∞) such that (0,+∞) = {ts : t ∈ Lx, s ∈ Kx}.

Proof. By 6.2.9, the action of Γ on S1 is minimal and so S1 = ∪γ∈Γγ · J1.
By compactness of S1, there is a finite set F = {γ1, ..., γn} ⊂ Γ such that
S1 = γ1 · J1 ∪ ... ∪ γn · J1. Let D(x, J1) = {γ ∈ Γ : γ · x ∈ J1}. For every
γ ∈ Γ there is some γi ∈ F such that γ(x) ∈ γi(J1), that is γ ∈ γiD(x, J1).
Thus, Γ = FD(x, J1). On the other hand, since Γ\SL(2,R) is compact, there
exists a compact set C ⊂ SL(2,R) such that SL(2,R) = CΓ = CFD(x, J1).
The set C0 = CF is compact, and for every g ∈ SL(2,R) there are σ ∈ C0 and
γ ∈ D(x, J1) such that g = σγ. So ‖g(x)‖ = ‖γ(x)‖ · ‖σ(r(γ(x)))‖. From the
definitions ‖γ(x)‖ ∈ Lx, the set Kx = {‖σ(y)‖ : σ ∈ C0 and y ∈ J1} is compact,
and we have ‖g(x)‖ ∈ LxKx for every g ∈ SL(2,R). Observe now that for ev-
ery t > 0 there exists g ∈ SL(2,R) such that g(x) = tx and so t = ‖g(x)‖ ∈ LxKx. �

6.2.16. Corollary. For every x ∈ S1 and every ε > 0 there exists γ ∈ Γ such that
r(γ(x)) ∈ J1 and 0 < ‖γ(x)‖ < ε.

Proof. From 6.2.15 we have R = log(Lx) + log(Kx) and log(Kx) is compact. Hence
inf Lx = 0 and the conclusion is immediate from the definition of Lx. �

6.2.17. Theorem. The natural action of Γ on R2 \ {(0, 0)} by evaluation is
minimal.

Proof. By linearity of the action, it suffices to prove that Γ(x) = R2\{(0, 0)} for every
x ∈ S1. Let γ0 ∈ Γ∩A, γ 6= I2, be diagonal with eigenvalues λ > 1 and 0 < 1/λ < 1.
For every x ∈ S1 and ε > 0 there exists k(ε) ∈ N such that r(γk

0γ(x)) ∈ Jε for every
γ ∈ Γ with r(γ(x)) ∈ J1 and k ≥ k(ε), by 6.2.14. From 6.2.16, there exists some
γ ∈ Γ such that r(γ(x)) ∈ J1 and 0 < ‖γ(x)‖ < λ−k(ε). Moreover, there exists k ∈ Z
such that 1 ≤ λk‖γ(x)‖ < λ. We have now 0 ≤ k log λ + log ‖γ(x)‖ < log λ and
log ‖γ(x)‖ < −k(ε) log λ, and therefore

k(ε) <
− log ‖γ(x)‖

log λ
≤ k.

If γε = γk
0γ, then r(γε(x)) ∈ Jε and ‖γε(x)‖ = ‖γ(x)‖ · ‖γk

0 (r(γ(x)))‖. On the other
hand, if r(γ(x)) = (z1, z2), then 1/2 < z1 ≤ 1 and |z2| ≤ 1/2, from the definition of
J1. Now

1
2
λk < λkz1 ≤ ‖γk

0 (r(γ(x)))‖ =
√
λ2kz2

1 + λ−2kz2
2 ≤

√
λ2k +

1
4
< λk + 1,

and therefore
1
2
≤ 1

2
λk‖γ(x)‖ ≤ ‖γε(x)‖ < ‖γ(x)‖(λk + 1) ≤ λ+ λ−k(ε) < λ+ 1.
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This shows that for every ε > 0, the point γε(x) lies in the compact set
{(t cos θ, t sin θ) : 1/2 ≤ t ≤ λ + 1, |θ| ≤ ε|θ0|}. So there are εn ↘ 0 and
1/2 ≤ s ≤ λ + 1 such that limn→+∞ γεn(x) = se1. It follows that se1 ∈ Γ(x),
and consequently

R2 \ {(0, 0)} = Γ(e1) =
1
s
Γ(se1) ⊂

1
s
Γ(x),

by 6.2.13. Hence R2 \ {(0, 0)} = Γ(x). �

From 6.1.2 and 6.2.17 we get the main result of this section.

6.2.18. Theorem. The horocycle flow of a compact hyperbolic surface is minimal.

6.3 Inheritance of minimality

In this section we shall make a small digression to topological dynamics. More
precisely, we shall examine whether the minimality of a continuous flow is inherited
by some homeomorphism of its one parameter group. LetX be a compact metrizable
space carrying a continuous flow (φt)t∈R. Let t0 > 0 and S = t0Z. Then, R =
S + [−t0, t0]. If x ∈ X, the set

Sx = {s ∈ R : φs(x) ∈ Sx},

where Sx = {φt(x) : t ∈ S}, is a closed monoid and S ⊂ Sx. Actually, Sx is
a subgroup of R. Indeed, if s ∈ Sx, there exist s1 ∈ S and |t1| ≤ t0 such that
−s = s1 + t1. Inductively, there exist sequences (sn)n∈N in S and (tn)n∈N in [−t0, t0]
such that −s + tn = sn+1 + tn+1 for every n ∈ N. By compactness, there is a
convergent subsequence (tnk

)k∈N. Now

−s+ tnk
− tnk+1

= snk+1 + s+ snk+2 + ...+ s+ snk+1−1,

and therefore

−s = lim
k→+∞

snk+1 + s+ snk+2 + ...+ s+ snk+1−1 ∈ Sx,

because Sx is closed. Note also that Sxx = Sx.

6.3.1. Lemma. If the flow is minimal, then Sx is minimal under φt0 for every
x ∈ X.

Proof. Let x, y ∈ X be such that y ∈ Sx. Since the flow is minimal, we have x ∈
C(y) = φ([−t0, t0]× Sy), where φ is the flow map. By compactness and continuity
of the flow, we have

φ([−t0, t0]× Sy) ⊂ φ([−t0, t0]× Sy) = φ([−t0, t0]× Sy) = φ([−t0, t0]× Sy)

⊂ φ([−t0, t0]× Sy).



86 CHAPTER 6. HOROCYCLE FLOWS OF HYPERBOLIC SURFACES

It follows that x ∈ φ([−t0, t0]× Sy) and there exists s ∈ [−t0, t0] such that φs(x) ∈
Sy ⊂ Sx. In other words, s ∈ Sx and Sφs(x) ⊂ Sy ⊂ Sx. But

Sφs(x) = φs(Sx) = φs(Sx) = φs(Sxx) = φs(Sxx) = Sxx = Sx.

Hence Sy = Sx. �

6.3.2. Theorem. If (φt)t∈R is a minimal flow on a compact metrizable space X,
there exists some t > 0 such that φt is a minimal homeomorphism of X.

Proof. Suppose that φt is not minimal for every t ∈ R. By 6.3.1, for every t0 > 0
and x ∈ X, the set

At0(x) = {φnt0(x) : n ∈ Z}

is minimal under φt0 and by our hypothesis At0(x) 6= X. The family of At0(x),
x ∈ X, is a decomposition of X into uncountably many φt0-minimal sets. Indeed,
for s1, s2 ∈ R we have At0(φs1(x)) = At0(φs2(x)) if and only if s1 − s2 ∈ Sx, that
is s1 + Sx = s2 + Sx in R/Sx. Since At0(x) 6= X and Sx is a closed subgroup of R,
there exists s0 > 0 such that Sx = s0Z, and therefore R/Sx is homeomorphic to S1,
which is uncountable. If now s > 0 and As(x) = At0(x), then s ∈ Sx and so s is a
rational multiple of t0. Moreover, all such s are bounded away from zero. Thus,

s0 = min{s > 0 : As(x) = At0(x)} > 0

and As0(x) = At0(x). Let fs0 : C(x) → S1 be the function defined by

fs0(φT (x)) = e2πiT/s0 .

If y ∈ X and (tn)n∈N, (Tn)n∈N are such that

y = lim
n→+∞

φtn(x) = lim
n→+∞

φTn(x),

then the fractional part of
Tn − tn
s0

tends to 0 or 1. For otherwise, we may assume,

passing to a subsequence if necessary, that y = φτ (z) = φτ ′(z′) for some z, z′ ∈
As0(x), where

τ = lim
n→+∞

s0(
Tn

s0
−
[Tn

s0

]
) and τ ′ = lim

n→+∞
s0(

tn
s0
−
[ tn
s0

]
),

so that 0 < τ − τ ′ < s0. But then, φτ−τ ′(z) = z′, which means that τ − τ ′ ∈ Sz = Sx

and Szz = Sxx. This contradicts the choice of s0. Since S1 is compact, we may
thus extend fs0 to a continuous function f : X → S1 such that

f(φt(y)) = f(y)e2πit/s0

for every y ∈ X and t ∈ R. Note that f(y) = 1 for y ∈ At0(x). Conversely, if
f(y) = 1 and y = limn→+∞ φtn(x), then

lim
n→+∞

s0(
tn
s0
−
[ tn
s0

]
) = 0 or s0.
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It follows that
lim

n→+∞
φs0[tn/s0](x) = y or φ−s0(y).

Therefore, f−1(1) = As0(x) = At0(x). In this way, we have associated to each set
At0(x) an eigenfunction of the flow, and from the above, in a one to one manner.
Note that s0 depends on x, but the set of all such s0(x), x ∈ X, is countable, as it is
a subset of {t0/n : n ∈ N}. If fj is the eigenfunction associated to At0(xj), j = 1, 2,
then

‖f1 − f2‖ = sup{|f1(x1)e
2πi( 1

s0(x1)
− 1

s0(x2)
)t − f2(x1)| : t ∈ R}.

If s0(x1) 6= s0(x2), then ‖f1 − f2‖ = 2. So far we had a fixed t0. Varying now t0 in
an uncountable set I ⊂ R such that tQ∩ t′Q = ∅ for t, t′ ∈ I with t 6= t′, we get an
uncountable set of eigenfunctions of the flow with different eigenvalues. From the
above, this set is discrete. This however contradicts the separability of C(X). �

6.4 Unique ergodicity of horocycle flows

Let M be a compact hyperbolic surface and (ht)t∈R be the horocycle flow on
T 1M , which is minimal by 6.2.18. In this section we shall prove that it is uniquely
ergodic, the Liouville measure being the unique invariant measure. Since a
continuous flow on a compact metrizable space is uniquely ergodic if and only if
some reparametrization of it by a positive constant is, we may assume with no loss
of generality that the time one map h1 is a minimal smooth diffeomorphism of
T 1M , by 6.3.2. Recall that if (gt)t∈R is the geodesic flow, then gt ◦ hs = hse−t ◦ gt

for every t, s ∈ R.

6.4.1. Lemma. Let tn → +∞ and Rn : C(T 1M) → C(T 1M), n ∈ N, be the
sequence of operators defined by

Rnf(x) =
1
2n

∫ 2n

0
f(hs(g−tn(x)))ds,

for f ∈ C(T 1M) and x ∈ T 1M . If for every f ∈ C(T 1M) the sequence (Rnf)n∈N
has a subsequence which converges uniformly to a constant, then the horocycle flow
is uniquely ergodic.

Proof. Let f ∈ C(T 1M). According to the hypothesis, there exist a constant c ∈ R
and nk → +∞ such that Rnk

f → c uniformly on T 1M . Thus for every ε > 0 there
is a k0 ∈ N such that |Rnk

f(x) − c| < ε for every x ∈ T 1M and k ≥ k0. For every
x ∈ T 1M and n, m ∈ N we have

1
m

m−1∑
j=0

Rnf(gtn(h2nj(x))) =
1

2nm

m−1∑
j=0

∫ 2n

0
f(h2nj+s(x))ds =

1
2nm

m−1∑
j=0

∫ 2n(j+1)

2nj
f(hs(x))ds =

1
2nm

∫ 2nm

0
f(hs(x))ds.



88 CHAPTER 6. HOROCYCLE FLOWS OF HYPERBOLIC SURFACES

Let k ≥ k0. For every t > 2nk such that 2nk‖f‖ < tε, there exists 0 ≤ r < 2nk such
that t = 2nkm+ r, for some m ∈ N. Now we have∣∣∣1

t

∫ t

0
f(hs(x))ds− c

∣∣∣ ≤ ∣∣∣1
t

∫ 2nkm

0
f(hs(x))ds− c

∣∣∣+ ∣∣∣1
t

∫ t

2nkm
f(hs(x))ds

∣∣∣ ≤
∣∣∣2nk

t

m−1∑
j=0

Rnk
f(gtnk

(h2nk j(x)))− c
∣∣∣+ r

t
‖f‖ <

∣∣∣ 1
m

(1− r

t
)

m−1∑
j=0

Rnk
f(gtnk

(h2nk j(x)))− c
∣∣∣+ ε ≤

1
m

m−1∑
j=0

|Rnk
f(gtnk

(h2nk j(x)))− c|+ 1
m
· r
t

m−1∑
j=0

|Rnk
f(gtnk

(h2nk j(x)))|+ ε <

1
m
mε+

1
m

r

t
m‖f‖+ ε < 3ε.

This shows that

lim
t→+∞

1
t

∫ t

0
f(hs(x))ds = c

uniformly for every x ∈ T 1M . Therefore, (ht)t∈R is uniquely ergodic. �

In the sequel we take tn = log 2n, and so tn+m = tn + tm for every n, m ∈ N.

6.4.2. Lemma. For every n, m ∈ N and f ∈ C(T 1M) we have

Rn+mf =
1

2m

2m−1∑
j=0

Rnf ◦ hj ◦ g−tm .

Proof. From the definition of Rn, for every x ∈ T 1M we have

Rnf(x) =
1
2n

∫ 2n

0
f(g−tn(hse−tn (x)))ds =

1
2n

∫ 2n

0
f(g−tn(hs2−n(x)))ds =

∫ 1

0
f(g−tn(hs(x)))ds,

and

Rnf(hj(g−tm(x))) =
∫ 1

0
f(g−tn(hs+j(g−tm(x))))ds =

∫ j+1

j
f(g−tn(hs(g−tm(x))))ds =

∫ j+1

j
f(hsetn (g−(tn+tm)(x)))ds =

1
2n

∫ 2n(j+1)

2nj
f(hs(g−(tn+tm)(x)))ds.
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Consequently,

1
2m

2m−1∑
j=0

Rnf(hj(g−tm(x))) =
1

2n+m

2m−1∑
j=0

∫ 2n(j+1)

2nj
f(hs(g−(tn+tm)(x)))ds =

1
2n+m

∫ 2n+m

0
f(hs(g−(tn+tm)(x)))ds = Rn+mf(x). �

6.4.3. Proposition. If for every f ∈ C(T 1M) the sequence (Rnf)n∈N is equicon-
tinuous, then the horocycle flow of M is uniquely ergodic.

Proof. By 6.4.1, it suffices to prove that for every f ∈ C(T 1M) the sequence
(Rnf)n∈N has a subsequence which converges uniformly to a constant. Let cn be
the minimum value of Rnf on T 1M . Then, cn ≤ ‖f‖ and Rn+mf(x) ≥ cn for every
n, m ∈ N and x ∈ T 1M , by 6.4.2, that is cn+m ≥ cn. This means that the sequence
(cn)n∈N is nondecreasing and bounded from above, hence converges to a limit c ∈ R.
The sequence of continuous functions (Rnf)n∈N is obviously uniformly bounded by
‖f‖. It follows from this and the equicontinuity that there are F ∈ C(T 1M) and
nk → +∞ such that Rnk

f → F uniformly on T 1M , by Ascoli’s theorem. Thus,
for every ε > 0 there exists k0 ∈ N such that F (x) − ε < Rnk

f(x) < F (x) + ε for
every x ∈ T 1M and k ≥ k0. In particular, cnk

< F (x) + ε for every x ∈ T 1M and
k ≥ k0, which implies that c − min{F (x) : x ∈ T 1M} ≤ ε. On the other hand,
min{F (x) : x ∈ T 1M} − ε < Rnk

f(x) every x ∈ T 1M and k ≥ k0, and therefore
min{F (x) : x ∈ T 1M} − ε ≤ c. Hence |c − min{F (x) : x ∈ T 1M}| ≤ ε for every
ε > 0, and so c = min{F (x) : x ∈ T 1M}. If now m ∈ N and

Fm =
1

2m

2m−1∑
j=0

F ◦ hj ◦ g−tm

then Rnk+mf → Fm uniformly on T 1M . Consequently,

min{Fm(x) : x ∈ T 1M} = lim
k→+∞

min{Rnk+mf(x) : x ∈ T 1M} = c.

So, Fm(ym) = c for some ym ∈ T 1M . This implies that F (hj(g−tm(ym))) = c for
every 0 ≤ j ≤ 2m − 1. Let xm = g−tm(ym). By compactness of T 1M , the sequence
(xm)m∈N has at least one limit point z ∈ T 1M . Then, F (hj(z)) = c for every
j ∈ Z+. Since now h1 is a minimal homeomorphism of the compact space T 1M , it
follows that F is constant on T 1M . This proves the proposition. �

Using the notations we have introduced above, in order to prove that the horo-
cycle flow is uniquely ergodic, it suffices to prove that for every f ∈ C(T 1M) the
sequence (Rnf)n∈N is equicontinuous, by 6.4.3. We shall prove this using a conve-
nient local reparametrization of the horocycle flow, which we introduce first.

Let x, y ∈ T 1H2 and for every z ∈ T 1H2 let Hz denote the horocycle through the
point of application of z, that is tangent to ∂H2 at the positive end of the hyperbolic
geodesic determined by z. The hyperbolic geodesic with positive end this point of
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tangency and negative end identical with the negative end of the hyperbolic geodesic
determined by y yields a unique element [y, z] ∈ T 1H2 with point of application its
intersection with Hz, and such that [y, z] = ht(z) for some unique t ∈ R.

In this way we get a function kxy(s) deternined by

hkxy(s)(x) = [hs(y), x].

We shall examine the properties of kxy, if y is close to x. First of all we see that
kxy(s) = vxy(s) + λxy and vxy(s) is strictly increasing. Conjugating with a suitable
orientation preserving hyperbolic isometry, we may assume that the ends of the
hyperbolic geodesic detremined by y are ξ, the positive, and 1, the negative. Let a
be the negative end of the hyperbolic geodesic determined by hs(y).

The hyperbolic isometry

T (z) =
(a+ 1− ξ)(z − 1) + 1− ξ

z − ξ

maps ξ to ∞ and fixes 1 and a. It also maps the horocycle Hy at ξ with euclidean
radius r > 0 to the horocycle

Imz =
(1− ξ)(a− ξ)

2r

and the two hyperbolic geodesics determined by y and hs(y) to vertical lines at 1
and a, respectively. It follows that

s = 2r · a− 1
(1− ξ)(a− ξ)

.
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Similarly,

vxy(s) = 2t · a− 1
(1− η)(a− η)

where η is the positive end of the hyperbolic geodesic detrmined by x and t > 0
is the euclidean radius of the horocycle at η through the point of application of x.
Solving with respect to a in the first and substituting in the second we find

vxy(s) =
−2t(1− ξ)2s

(ξ − η)(1− ξ)(1− η)s− 2r(1− η)2
, s 6= 2r(1− η)

(ξ − η)(1− ξ)
.

Of course t, r, ξ and η depend only on x, y and not on s. It is now evident from
this expression of vxy(s) that limy→x |k′xy(s)− 1| = 0 and limy→x |kxy(s)− s| = 0,
uniformly for every −1 ≤ s ≤ 1.

Since kxy(s) = kγ(x)γ(y)(s) for every γ ∈ Γ and x, y ∈ T 1H2, it follows that if x,
y ∈ T 1M are sufficiently close to each other then kxy(s) is well defined and has the
above properties. We are now ready to proceed with the proof of the main result
of this section.

6.4.4. Theorem. The horocycle flow of a compact hyperbolic surface is uniquely
ergodic.

Proof. Using the notations as above, let f ∈ C(T 1M), x ∈ T 1M and ε > 0. If y is
sufficiently close to x, then

|f(g−t(hs(y)))− f(g−t(hkxy(s)(x)))| < ε

for every |s| ≤ 1 and t ≥ 0. Moreover, we may assume that |kxy(s) − s| < ε and
|k′xy(s)− 1| < ε for all |s| ≤ 1. Note that

|Rnf(y)−
∫ 1

0
f(g−tn(hkxy(s)(x)))ds| < ε

and

|
∫ 1

0
f(g−tn(hkxy(s)(x)))ds−

∫ 1

0
k′xy(s)f(g−tn(hkxy(s)(x)))ds| ≤ ε‖f‖.

From the change of variables formula we have∫ 1

0
k′xy(s)f(g−tn(hkxy(s)(x)))ds =

∫ kxy(1)

kxy(0)
f(g−tn(hs(x)))ds

and

|
∫ kxy(1)

kxy(0)
f(g−tn(hs(x)))ds−Rnf(x)| ≤ ‖f‖(|kxy(0)|+ |kxy(1)− 1|) < 2ε‖f‖.

It follows that
|Rnf(y)−Rnf(x)| < (1 + 3‖f‖)ε. �


