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#### Abstract

This paper is concerned with the global solvability of the first initial boundary value problem for the quasilinear parabolic equations with two independent variables: $a\left(t, x, u, u_{x}\right) u_{x x}-u_{t}=f\left(t, x, u, u_{x}\right)$. We investigate the case when the growth of $\frac{|f(t, x, u, p)|}{a(t, x, u, p)}$ with respect to $p$ is faster than $p^{2}$ when $|p| \rightarrow \infty$. Conditions which guarantee the global classical solvability of the problem are formulated.


## 0. Introduction

In the present paper we investigate the global solvability of the following problem

$$
\begin{gather*}
a\left(t, x, u, u_{x}\right) u_{x x}-u_{t}=f\left(t, x, u, u_{x}\right) \text { in } Q_{T}=(-l, l) \times(0, T),  \tag{0.1}\\
u(0, x)=u_{0}(x) \text { for }|x|<l, u(t, \pm l)=0 \tag{0.2}
\end{gather*}
$$

where for $(t, x) \in \bar{Q}_{T},|u| \leqq M(M>0$ is some constant) and for any $p$ the functions $a(t, x, u, p), \quad f(t, x, u, p)$ are Hölder continuous and

$$
\begin{gather*}
a(t, x, u, p)>0,  \tag{0.3}\\
|f(t, x, u, p)| \leqq a(t, x, u, p) \psi(|p|) . \tag{0.4}
\end{gather*}
$$

In addition we suppose that $u_{0}(x)$ is a Lipschitz continuous function and $u_{0}( \pm l)=0$. S. N. Kruzhkov in [1] shows that if the $C^{1}$ function $\psi(\rho)$ is such that $\psi(\rho)>0$ for $\rho>0$ and

$$
\begin{equation*}
\int_{1}^{+\infty} \frac{\rho d \rho}{\psi(\rho)}=+\infty \quad\left(\text { or } \psi(\rho)=\operatorname{Const}\left(1+\rho^{2}\right)\right) \tag{0.5}
\end{equation*}
$$

then under the above mentioned assumptions on $a, f$ and $u_{0}$ there exists a global (i.e., for any $T>0$ ) solution of problem (0.1), (0.2) from the class $C_{t, x}^{1+\beta / 2,2+\beta}\left(Q_{T}\right)$ $\cap C^{0}\left(\bar{Q}_{T}\right)$ for some $\beta \in(0,1)$. It is well known that assumption ( 0.5 ) (or Bernstein-Nagumo-Tonelli condition (see [2]-[4]) on no more than quadratic growth of the function $\frac{|f(t, x, u, p)|}{a(t, x, u, p)}$ with respect to $p$ when $\left.|p| \rightarrow+\infty\right)$ is generally speaking necessary for the global solvability of problem (0.1), (0.2). Examples show that in the case of violation of condition (0.5) the gradient of the bounded solution may blow up on the boundary of the domain (see [5]-[11]) as well as in the interior of the domain (see [12]-[14]); i.e., there exists a $t^{*}$ such that $\left|u_{x}\left(t, x_{0}\right)\right| \rightarrow+\infty$ when $t \rightarrow t^{*}$ for some $x_{0} \in[-l, l]$.

The present paper is devoted to the generalization of condition (0.5). In the first two sections we obtain a priori estimates of the gradient of the solution. Note that when obtaining these estimates we do not need any assumption on the smoothness of the functions $a, f$. We use the Hölder continuity of these functions only in the third section where we prove the existence theorem.

The first section deals with the boundary gradient estimate. We obtain here the following result. Let $\psi(0) \geqq 0, \psi(\rho)>0$ for $\rho>0$ and suppose that there exist $p_{0}$ and $p_{1}$ such that

$$
\begin{equation*}
\int_{p_{0}}^{p_{1}} \frac{\rho d \rho}{\psi(\rho)} \geqq \mu \equiv \max \left\{M, \operatorname{osc}(u), K_{0} l\right\} \tag{0.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{p_{0}}^{p_{1}} \frac{d \rho}{\psi(\rho)} \leqq l \tag{0.7}
\end{equation*}
$$

where $0<p_{0}<p_{1}<+\infty, M=\sup _{Q_{T}}|u|,\left|u_{0}(x)\right| \leqq K_{0}(l-|x|), K_{0}>0$ is some constant and $\operatorname{osc}(u)=\sup u-\inf u$. Then the gradient of the solution is bounded on the boundary of the domain for any $T>0$. If condition ( 0.7 ) is not fulfilled then in order to obtain the same result we should impose an additional condition on $u_{0}(x)$ :

$$
\begin{equation*}
\left|u_{0}(x)\right| \leqq h_{i}(x), \quad i=1,2, \tag{0.8}
\end{equation*}
$$

where the functions $h_{i}(x)$ are defined in Section 1. Note that the fulfilment of condition ( 0.5 ) implies the fulfilment of conditions (0.6), (0.7). In fact, let us take $p_{0}=\mu / l$ and select $p_{1}$ such that

$$
\int_{p_{0}}^{p_{1}} \frac{\rho d \rho}{\psi(\rho)}=\mu
$$

(that is possible due to the divergence of the integral on $+\infty$ ). We have

$$
\int_{p_{0}}^{p_{1}} \frac{d \rho}{\psi(\rho)} \leqq \frac{1}{p_{0}} \int_{p_{0}}^{p_{1}} \frac{\rho d \rho}{\psi(\rho)}=\frac{\mu}{p_{0}}=l .
$$

Let us give an example (see also the example in Section 3).

Example. Consider the following problem

$$
\begin{gather*}
u_{x x}-u_{t}=f(t, x, u) u_{x}^{3} \text { in }(-l, l) \times(0, T),  \tag{0.9}\\
u(0, x)=u_{0}(x) \text { in }(-l, l) \text { and } u(t, \pm l)=0 \text { for } t \in[0, T], \tag{0.10}
\end{gather*}
$$

where $T$ is an arbitrary positive, $u_{0}(x)$ is Lipschitz continuous function, $u_{0}( \pm l)=0$ and $f(t, x, u)$ is bounded in $[-l, l] \times[0, T] \times[-M, M]$. Denote by $f_{0}$ the sup $|f|$. Let us write conditions (0.6), (0.7):

$$
\begin{gathered}
\frac{1}{p_{0}}-\frac{1}{p_{1}} \geqq \max \left\{M, \operatorname{osc}(u), K_{0} l\right\} f_{0}, \\
\frac{1}{p_{0}^{2}}-\frac{1}{p_{1}^{2}} \leqq 2 l f_{0} .
\end{gathered}
$$

Select $p_{0}$ and $p_{1}$ so that

$$
\begin{equation*}
\frac{1}{p_{0}}-\frac{1}{p_{1}}=\max \left\{M, \operatorname{osc}(u), K_{0} l\right\} f_{0} \tag{0.11}
\end{equation*}
$$

In the second condition we also take " $=$ ", and using ( 0.11 ) obtain

$$
\begin{equation*}
\frac{1}{p_{0}}+\frac{1}{p_{1}}=\frac{2 l}{\max \left\{M, \operatorname{osc}(u), K_{0} l\right\}} \tag{0.12}
\end{equation*}
$$

Obviously system (0.11), (0.12) is solvable with $p_{1}>p_{0}>0$ if

$$
2 l>\left(\max \left\{M, \operatorname{osc}(u), K_{0} l\right\}\right)^{2} f_{0}
$$

This inequality is equivalent to

$$
\begin{equation*}
2>K_{0}^{2} l f_{0}, \tag{0.13}
\end{equation*}
$$

because for the solution of the problem (0.9), (0.10) we have $M=\sup \left|u_{0}\right| \leqq K_{0} l$ and (see Remark at the end of Section 1) in order to obtain the boundary gradient estimate it is sufficient to take $\mu=\max \left\{M, K_{0} l\right\}$. The fact that $\mu \geqq \operatorname{osc}(u)$ is used in the proof of the global gradient estimate. Thus if condition (0.13) is fulfilled we have the boundary gradient estimate independent of $T$. Note that we can always select $p_{1}>p_{0}>0$ so that condition ( 0.11 ) is fulfilled. If it is impossible to satisfy at the same time condition (0.12), then in order to estimate the gradient on the boundary we should impose condition (0.8). If in (0.9) the function $f$ does not depend on $u$, is differentiable with respect to $x$ and $f_{x} \geqq 0$, then (having the boundary gradient estimates) we can easily obtain the global gradient estimate by differentiating the equation and applying the maximum principle to the function $w(t, x) \equiv u_{x}(t, x)$. In the general case, in order to obtain global gradient estimates we also need the fulfilment of conditions (0.4), (0.5). Otherwise we can have interior gradient blow-up (see [12]).

In the second section we show that fulfilment of conditions (0.4), (0.6), (0.7) or (0.4), (0.6), (0.8) together with the following condition on the modulus of continuity of $u_{0}(x):\left|u_{0}(x)-u_{0}(y)\right| \leqq h_{1}(|x-y|-l)$, implies the global a priori estimate of the gradient. If we want to avoid this condition on $u_{0}(x)$ we need additional assumptions on the function $f(t, x, u, p)$. Namely, the function $f$ can be represented
in the form $f(t, x, u, p)=f_{1}(t, x, u, p)+f_{2}(t, x, u, p)$ where the first term $f_{1}$ satisfies conditions (0.4), (0.5), the second $f_{2}$ satisfies conditions which guarantee the boundary gradient estimates and

$$
\begin{equation*}
f_{2}(t, x, u, p)-f_{2}(t, y, v, p) \geqq 0, \quad f_{2}(t, y, u,-p)-f_{2}(t, x, v,-p) \geqq 0 \tag{0.14}
\end{equation*}
$$

when $x \geqq y, u \geqq v, p \geqq 0$. The function $f_{2}$ satisfies conditions ( 0.14 ) if, for example, $f_{2}=f_{2}(t, p)$ or $f_{2}=g(t, x) h_{1}(t, p)$, where $g$ is nondecreasing with respect to $x$ and $p h_{1}(t, p) \geqq 0$, or $f_{2}=g(t, u) h_{2}(t, p)$, where $h_{2}(t, p) \geqq 0$ for any $p$ and $g$ is nondecreasing with respect to $u$. As was mentioned above, we do not need any assumption on the smoothness of the coefficients in order to obtain the global gradient estimate. Obviously in (0.9) $f u_{x}^{3}$ satisfies conditions (0.14) if $f$ is independent of $u$ and nondecreasing with respect to $x$.

In the last section based on the a priori estimates of Sections 1,2 we prove the existence theorems.

## 1. Boundary Gradient Estimate

Consider problem (0.1), (0.2). Assume that the functions $a(t, x, u, p)$ and $f(t, x, u, p)$ are defined on the set $\bar{Q}_{T} \times[-M, M] \times R$ and are bounded for $(t, x) \in Q_{T},|u| \leqq M$ and for any $p$. Suppose that conditions (0.3), (0.4),(0.6) are fulfilled with $\psi(\rho) \in C^{1}([0,+\infty)), \psi(\rho)>0$ for $\rho>0$ and $\psi(0) \geqq 0$. Introduce the functions $h_{1}(x)$ and $h_{2}(x)$ by the following

$$
\begin{array}{rrr}
h_{1}^{\prime \prime}+\psi\left(\left|h_{1}^{\prime}\right|\right)=0, & h_{1}(-l)=0, & h_{1}\left(-l+\tau_{0}\right)=\mu, \\
h_{2}^{\prime \prime}+\psi\left(\left|h_{2}^{\prime}\right|\right)=0, & h_{2}\left(l-\tau_{0}\right)=\mu, & h_{2}(l)=0,
\end{array}
$$

where $\mu=\max \left\{M, \operatorname{osc}(u), K_{0} l\right\}$ and

$$
\begin{equation*}
\left|u_{0}(x)\right| \leqq K_{0}(l-|x|) \tag{1.1}
\end{equation*}
$$

The constant $\tau_{0}$ will be selected below. Represent the solution of the first equation in parametric form (using the substitution $q\left(h_{1}\right)=h_{1}^{\prime}, \quad \frac{d q}{d x}=q \frac{d q}{d h_{1}}$ ):

$$
\begin{equation*}
h_{1}=h_{1}(q)=\int_{q}^{q_{1}} \frac{\rho d \rho}{\psi(\rho)}, \quad x=x(q)=\int_{q}^{q_{1}} \frac{d \rho}{\psi(\rho)}-l, \tag{1.2}
\end{equation*}
$$

where the parameter $q$ varies in the interval $\left[q_{0}, q_{1}\right]$ and $q_{0}, q_{1}$ are chosen so as to have $q_{1}>q_{0}>0$ and

$$
h_{1}\left(q_{0}\right)=\int_{q_{0}}^{q_{1}} \frac{\rho d \rho}{\psi(\rho)}=\mu,
$$

which is possible due to (0.6). We put

$$
\tau_{0}=\int_{q_{0}}^{q_{1}} \frac{d \rho}{\psi(\rho)}
$$

Define $D_{1}$ and $D_{2}$ :

$$
\begin{aligned}
& D_{1}=\left\{(t, x): 0<t \leqq T, x \in\left(-l,-l+\tau_{0}\right) \cap(-l, l)\right\}, \\
& D_{2}=\left\{(t, x): 0<t \leqq T, x \in\left(l-\tau_{0}, l\right) \cap(-l, l)\right\} .
\end{aligned}
$$

Lemma 1.1. Let $u(t, x)$ be a classical solution $\left(u(t, x) \in C_{t, x}^{1,2}\left(Q_{T}\right) \cap C^{0}\left(\bar{Q}_{T}\right)\right)$ of problem (0.1), (0.2); assume that conditions (0.3), (0.4), (0.6), (1.1) are fulfilled. If $\tau_{0} \leqq l$ or $\left|u_{0}(x)\right| \leqq h_{i}(x)$, then

$$
|u(t, x)| \leqq h_{i}(x) \quad \text { in } \bar{D}_{i}, \quad i=1,2
$$

Proof. Denote by $\Gamma_{i}$ the parabolic boundary of $D_{i}$; i.e., if $\tau_{0} \leqq l$ then

$$
\begin{aligned}
\Gamma_{1}= & \left\{t=0, x \in\left[-l,-l+\tau_{0}\right]\right\} \cup\{t \in[0, T], x=-l\} \cup\{t \in[0, T], \\
& \left.x=-l+\tau_{0}\right\}, \\
\Gamma_{2}= & \left\{t=0, x \in\left[l-\tau_{0}, l\right]\right\} \cup\left\{t \in[0, T], x=l-\tau_{0}\right\} \cup\{t \in[0, T], x=l\}
\end{aligned}
$$

and if $\tau_{0}>l$ then

$$
\Gamma_{1}=\Gamma_{2}=\{t=0, x \in[-l, l]\} \cup\{t \in[0, T], x=-l\} \cup\{t \in[0, T], x=l\} .
$$

Let us show that $|u(t, x)| \leqq h_{i}(x)$ on $\Gamma_{i}, i=1,2$. Due to (1.1), if $\tau_{0} \leqq l$ we have

$$
\left|u_{0}\left(-l+\tau_{0}\right)\right| \leqq K_{0} l \leqq h_{1}\left(-l+\tau_{0}\right), \quad\left|u_{0}\left(l-\tau_{0}\right)\right| \leqq K_{0} l \leqq h_{2}\left(l-\tau_{0}\right)
$$

Taking into account that $h_{1}^{\prime \prime} \leqq 0$ and $h_{2}^{\prime \prime} \leqq 0$, we conclude that $\left|u_{0}(x)\right| \leqq h_{i}(x)$, $i=1,2$. If $\tau_{0}>l$, then $\left|u_{0}(x)\right| \leqq h_{i}(x), \quad i=1,2$ from the conditions of the lemma.

Further, for $t \in[0, T]$ we have

$$
\begin{gathered}
u(t,-l)=h_{1}(-l)=u(t, l)=h_{2}(l)=0 \\
\left|u\left(t,-l+\tau_{0}\right)\right| \leqq M \leqq h_{1}\left(-l+\tau_{0}\right), \quad\left|u\left(t, l-\tau_{0}\right)\right| \leqq M \leqq h_{2}\left(l-\tau_{0}\right),
\end{gathered}
$$

and if $\tau_{0}>l$, then for $t \in[0, T]$ we have $u(t, l)=0<h_{1}(l), u(t,-l)=0<h_{2}(l)$.
Let

$$
L_{0} u \equiv A(t, x)\left(u_{x x}+\psi\left(\left|u_{x}\right|\right)\right)-u_{t},
$$

where $A(t, x)=a\left(t, x, u, u_{x}\right)$. It is clear that $L_{0} u \geqq 0, L_{0} h_{i}=0, i=1,2$ and for $v_{i} \equiv u-h_{i}$ the following is valid:

$$
L_{0} u-L_{0} h_{i} \equiv \tilde{L}_{0} v_{i} \equiv A(t, x)\left(v_{i x x}+\beta_{i} v_{i x}\right)-v_{i t} \geqq 0 \text { in } D_{i}, i=1,2,
$$

where $\beta_{i}$ are bounded in $\bar{D}_{i} \backslash \Gamma_{i}$ due to the fact that $u$ is a classical solution and $\psi$ is $C^{1}$ function. By means of the standard arguments based on the maximum principle, we can show that the function $v$ cannot achieve a positive maximum in $\bar{D}_{i} \backslash \Gamma_{i}$. Hence $u-h_{i} \leqq 0$ in $D_{i}$.

Replacing $u$ by $-u$ we obtain the inequality $u+h_{i} \geqq 0$ (note that $L_{0}(-u) \geqq 0$ ). Lemma 1.1 is proved.

Remark. One can easily see that in order to prove Lemma 1.1 it is sufficient to take $\mu=\max \left\{M, K_{0} l\right\}$, the fact that $\mu \geqq \operatorname{osc}(u)$ will be used in the proof of Lemma 2.1 and of Lemma 2.2.

## 2. Global gradient estimate

In this section we obtain the global gradient estimate without assumptions on the smoothness of the coefficients based on S. N. Kruzhкov's idea of introducing a new spatial variable [1] (see also [15]-[19]). We consider two cases:

1. The assumptions on the function $f(t, x, u, p)$ are the same as in Section 1, but the function $u_{0}(x)$ satisfies a certain additional condition (Lemma 2.1).
2. The function $u_{0}(x)$ is the same as in Section 1 and $f(t, x, u, p)$ can be represented in the form

$$
\begin{equation*}
f(t, x, u, p)=f_{1}(t, x, u, p)+f_{2}(t, x, u, p) \tag{2.1}
\end{equation*}
$$

where the first term $f_{1}$ satisfies conditions (0.4), (0.5), the second $f_{2}$ satisfies conditions (0.4), (0.6) and

$$
\begin{equation*}
f_{2}(t, x, u, p)-f_{2}(t, y, v, p) \geqq 0, \quad f_{2}(t, y, u,-p)-f_{2}(t, x, v,-p) \geqq 0 \tag{2.2}
\end{equation*}
$$

when $x \geqq y, u \geqq v, \quad p \geqq 0$ (Lemma 2.2).
Lemma 2.1. Assume that the conditions of Lemma 1.1 are fulfilled and the function $u_{0}(x)\left(u_{0}( \pm l)=0\right)$ satisfies the inequality

$$
\begin{equation*}
\left|u_{0}(x)-u_{0}(y)\right| \leqq h_{1}(|x-y|-l) \text { for }|x-y| \leqq \tau_{0} \tag{2.3}
\end{equation*}
$$

Then for any classical solution of problem (0.1), (0.2) we have

$$
\left|u_{x}(t, x)\right| \leqq C_{0}
$$

where the constant $C_{0}$ depends only on $\psi, l$ and $M$.
(The function $h_{1}$ and the constant $\tau_{0}$ are defined in Section 1.)
Proof. Consider equation (0.1) at points $(t, x),(t, y) \in Q_{T}$ where $x \neq y$ :

$$
\begin{align*}
a\left(t, x, u(t, x), u_{x}(t, x)\right) u_{x x}-u_{t}(t, x) & =f\left(t, x, u(t, x), u_{x}(t, x)\right),  \tag{2.4}\\
a\left(t, y, u(t, y), u_{y}(t, y)\right) u_{y y}-u_{t}(t, y) & =f\left(t, y, u(t, y), u_{y}(t, y)\right) . \tag{2.5}
\end{align*}
$$

Subtracting (2.5) from (2.4) for the function $v(t, x, y) \equiv u(t, x)-u(t, y)$, we obtain

$$
\begin{aligned}
a\left(t, x, u(t, x), v_{x}\right) v_{x x}+a(t, y & \left., u(t, y),-v_{y}\right) v_{y y}-v_{t} \\
& =f\left(t, x, u(t, x), v_{x}\right)-f\left(t, y, u(t, y),-v_{y}\right)
\end{aligned}
$$

Taking into account (0.4), we have

$$
L v \equiv A(t, x)\left[v_{x x}+\psi\left(\left|v_{x}\right|\right)\right]+A(t, y)\left[v_{y y}+\psi\left(\left|v_{y}\right|\right)\right]-v_{t} \geqq 0,
$$

where $A(t, z) \equiv a\left(t, z, u(t, z), u_{z}(t, z)\right)$. Let us now define the function $h(\tau)$ by the following:

$$
\begin{equation*}
h^{\prime \prime}(\tau)+\psi\left(\left|h^{\prime}(\tau)\right|\right)=0, \quad h(0)=0, \quad h\left(\tau_{0}\right)=\mu=\max \left\{M, \operatorname{osc}(u), K_{0} l\right\} \tag{2.6}
\end{equation*}
$$

Obviously $\operatorname{Lh}(x-y)=0$. Compare the functions $v$ and $h$ in the prism

$$
P=\left\{(t, x, y): 0<t \leqq T,|x|<l,|y|<l, 0<x-y<\tau_{0}\right\} .
$$

For $w \equiv v(t, x, y)-h(x-y)$ we have

$$
\left.\left.0 \leqq L v-L h \equiv \tilde{L} w \equiv A(t, x)\left(w_{x x}+\beta_{1} w_{x}\right)\right)+A(t, y)\left(w_{y y}+\beta_{2} w_{y}\right)\right)-w_{t}
$$

where $\left|\beta_{i}\right|<+\infty, i=1$, 2 due to the smoothness of $\psi$ and to the fact that $u(t, x)$ is the classical solution. By means of the standard arguments based on the maximum principle, we can show that the function $w$ cannot achieve a positive maximum in $\bar{P} \backslash \Gamma$ where $\Gamma$ is a parabolic boundary of $P$. Consider $\Gamma$ :
(1) For $x=y$ we have $w=0$.
(2) For $x-y=\tau_{0}$ we have $u(t, x)-u(t, y)-\mu \leqq \operatorname{osc}(u)-\mu \leqq 0$.
(3) For $y=-l, x \in\left(-l,-l+\tau_{0}\right), t \in(0, T]$ we have $w=u(t, x)-h(x+l)$. Let us show that $u(t, x) \leqq h(x+l)$. To this end it is sufficient to show that $h_{1}(x) \leqq h(x+l)$ (recall that from Lemma 1.1 we have $u(t, x) \leqq h_{1}(x)$ ). The latter inequality follows directly from the fact that

$$
\begin{array}{lll}
h_{1}^{\prime \prime}(x)+\psi\left(\left|h_{1}^{\prime}(x)\right|\right)=0, & h_{1}(-l)=0, & h_{1}\left(-l+\tau_{0}\right)=\mu, \\
\tilde{h}^{\prime \prime}(x)+\psi\left(\left|\tilde{h}^{\prime}(x)\right|\right)=0, & \tilde{h}(-l)=0, & \tilde{h}\left(-l+\tau_{0}\right)=\mu,
\end{array}
$$

where $\tilde{h}(x) \equiv h(x+l)$.
(4) For $x=l, y \in\left(l-\tau_{0}, l\right), t \in(0, T]$ we have $w=-u(t, y)-h(l-y)$. Let us show that $u(t, y) \geqq-h(l-y)$. It is sufficient to show that $h(l-y) \geqq h_{2}(y)$ (from Lemma 1.1 we have $u(t, y) \geqq-h_{2}(y)$ ). The latter inequality follows from

$$
\begin{aligned}
h_{2}^{\prime \prime}(y)+\psi\left(\left|h_{2}^{\prime}(y)\right|\right) & =0, & h_{2}\left(l-\tau_{0}\right)=\mu, & h_{2}(l)=0, \\
\bar{h}^{\prime \prime}(y)+\psi\left(\left|\bar{h}^{\prime}(y)\right|\right) & =0, & \bar{h}\left(l-\tau_{0}\right)=\mu, & \bar{h}(l)=0,
\end{aligned}
$$

where $\bar{h}(y) \equiv h(l-y)$.
(5) Finally, from the conditions of Lemma 2.1, we have for $t=0$

$$
u_{0}(x)-u_{0}(y)-h_{1}(x-y-l) \leqq 0
$$

Thus we have proved that

$$
u(t, x)-u(t, y) \leqq h(x-y) \quad \text { in } \bar{P} .
$$

By analogy, taking the function $\tilde{v} \equiv u(t, y)-u(t, x)$ in the place of $v$, we obtain

$$
u(t, x)-u(t, y) \geqq-h(x-y) \quad \text { in } \bar{P} .
$$

In view of the symmetry of the variables $x$ and $y$, we examine the case $y>x$ in the same way. As a result we have that for

$$
0 \leqq t \leqq T, \quad|x|<l, \quad|y|<l, \quad 0<|x-y|<\tau_{0}
$$

the inequality

$$
\frac{|u(t, x)-u(t, y)|}{|x-y|} \leqq \frac{h(|x-y|)-h(0)}{|x-y|}
$$

holds, implying that $\left|u_{x}(t, x)\right| \leqq h^{\prime}(0)$. Lemma 2.1 is proved.
Lemma 2.2. Suppose that the conditions of Lemma 1.1 and conditions (2.1), (2.2) hold. Then for any classical solution of problem (0.1), (0.2) we have

$$
\left|u_{x}(t, x)\right| \leqq C_{1},
$$

where the constant $C_{1}$ depends only on $\psi, l, M, K_{0} \equiv \sup \frac{\left|u_{0}(x)-u_{0}(y)\right|}{|x-y|}$.
Proof. Similarly to the proof of Lemma 2.1 for $v(t, x, y) \equiv u(t, x)-u(t, y)$ we obtain

$$
\begin{aligned}
L v \equiv A(t, x)\left(v_{x x}\right. & \left.+\psi_{0}\left(\left|v_{x}\right|\right)\right)+A(t, y)\left(v_{y y}+\psi_{0}\left(\left|v_{y}\right|\right)\right)-v_{t} \\
& \geqq f_{2}\left(t, x, u(t, x), u_{x}(t, x)\right)-f_{2}\left(t, y, u(t, y), u_{y}(t, y)\right)
\end{aligned}
$$

where $\psi_{0}(\rho) \geqq 1$ is $C^{1}([0, \infty))$ function and

$$
\begin{equation*}
\int_{1}^{+\infty} \frac{\rho d \rho}{\psi_{0}(\rho)}=+\infty \tag{2.7}
\end{equation*}
$$

Define the function $h_{0}(\tau)$ by the following

$$
h_{0}^{\prime \prime}(\tau)+\psi_{0}\left(\left|h_{0}^{\prime}(\tau)\right|\right)=0, \quad h_{0}(0)=0, \quad h_{0}\left(\tau_{1}\right)=\mu=\max \left\{M, \operatorname{osc}(u), K_{0} l\right\}
$$

In order to select $\tau_{1}$ represent the solution of (2.7) in parametrical form

$$
h_{0}(q)=\int_{q}^{q_{1}} \frac{\rho d \rho}{\psi_{0}(\rho)}, \quad \tau(q)=\int_{q}^{q_{1}} \frac{d \rho}{\psi_{0}(\rho)}
$$

where the parameter $q$ varies in the interval $\left[q_{0}, q_{1}\right]$ and $q_{0}, q_{1}$ are chosen so that $q_{1}>q_{0} \geqq \max \left\{K_{0}, h_{1}^{\prime}(-l)\right\}$ (the function $h_{1}$ was defined in Section 2) and

$$
h_{0}\left(q_{0}\right)=\int_{q_{0}}^{q_{1}} \frac{\rho d \rho}{\psi_{0}(\rho)}=\mu
$$

which is possible due to (2.7). Define $\tau_{1}$ by

$$
\tau_{1}=\int_{q_{0}}^{q_{1}} \frac{d \rho}{\psi_{0}(\rho)}
$$

Consider the function $v(t, x, y)$ and $h_{0}(x-y)$ in the domain

$$
P=\left\{(t, x, y): 0<t<T,|x|<l,|y|<l, 0<x-y<\tau_{1}\right\} .
$$

Obviously for $w \equiv v(t, x, y)-h(x-y)$ we have the inequality

$$
\begin{aligned}
& A(t, x)\left(w_{x x}+\beta_{1} w_{x}\right)+A(t, y)\left(w_{y y}+\beta_{2} w_{y}\right)-w_{t} \\
& \geqq f_{2}\left(t, x, u(t, x), u_{x}(t, x)\right)-f_{2}\left(t, y, u(t, y), u_{y}(t, y)\right)
\end{aligned}
$$

and for $\tilde{w}=w e^{-t}$ the inequality

$$
\begin{align*}
& A(t, x)\left(\tilde{w}_{x x}+\beta_{1} \tilde{w}_{x}\right)+A(t, y)\left(\tilde{w}_{y y}+\beta_{2} \tilde{w}_{y}\right)-\tilde{w}-\tilde{w}_{t} \\
& \quad \geqq e^{-t}\left(f_{2}\left(t, x, u(t, x), u_{x}(t, x)\right)-f_{2}\left(t, y, u(t, y), u_{y}(t, y)\right)\right) . \tag{2.8}
\end{align*}
$$

Suppose that $\tilde{w}$ achieves its positive maximum at the point $N \in \bar{P} \backslash \Gamma$ ( $\Gamma$ is the parabolic boundary of $P)$, then at this point we have $\tilde{w}>0, \tilde{w}_{x}=\tilde{w}_{y}=0$, i.e., $u(t, x)>u(t, y), u_{x}=h^{\prime}>0, u_{y}=h^{\prime}>0$. Thus, due to (2.2) the right side of (2.8) at $N$ is positive. This contradicts the fact that $\tilde{w}$ attains a positive maximum at $N$. Consider the parabolic boundary of $P$ :
(1) For $x=y$ we have $\tilde{w}=0$.
(2) For $x-y=\tau_{1}$ we have $u(t, x)-u(t, y)-\mu \leqq \operatorname{osc}(u)-\mu \leqq 0$ hence $\tilde{w} \leqq 0$.
(3) For $t=0$ we have $u_{0}(x)-u_{0}(y)-h_{0}(x-y) \leqq 0$ because $u_{0}(x)-u_{0}(y) \leqq$ $K_{0}(x-y)$ and $h_{0}(x-y)=h_{0}(x-y)-h_{0}(0)=h_{0}^{\prime}\left(\tau^{*}\right)(x-y) \geqq K_{0}(x-y)$.

It remains to consider the following two parts of $\Gamma$ :
(4) $y=-l, \quad x \in\left(-l,-l+\tau_{1}\right), \quad t \in(0, T]$ and
(5) $x=l, \quad y \in\left(l-\tau_{1}, l\right), \quad t \in(0, T]$.

On part (4) we have $\tilde{w}=e^{-t}\left(u(t, x)-h_{0}(x+l)\right)$ and on (5) $\tilde{w}=e^{-t}(-u(t, y)-$ $h_{0}(l-y)$ ). In order to prove that on (4) and (5) $\tilde{w}$ is non-positive it is sufficient to show that

$$
\begin{array}{ll}
h_{1}(x) \leqq h_{0}(x+l) & \text { for } x \in\left(-l,-l+\tau_{1}\right), \\
h_{2}(y) \leqq h_{0}(l-y) & \text { for } y \in\left(l-\tau_{1}, l\right),
\end{array}
$$

and then to apply Lemma 1.1. These inequalities follow immediately from the fact that $h_{0}^{\prime} \geqq h_{1}^{\prime}(-l)$. Note that $\tau_{1} \leqq \tau_{0}$ because $h_{0}(x+l)=h_{1}(x)$ for $x=-l$, $h_{0}^{\prime}(x+l) \geqq h_{1}^{\prime}(-l)=\sup h_{1}^{\prime}(x)$ and $h_{0}\left(\tau_{1}\right)=h_{1}\left(-l+\tau_{0}\right)$.

Thus we have proved that

$$
u(t, x)-u(t, y) \leqq h_{0}(x-y) \text { in } \bar{P} .
$$

By analogy, taking the function $\tilde{v} \equiv u(t, y)-u(t, x)$ in the place of $v$ we obtain

$$
u(t, x)-u(t, y) \geqq-h_{0}(x-y) \text { in } \bar{P}
$$

(here we use the second inequality (2.2)).
Similarly to the proof of Lemma 2.1 we conclude that

$$
\left|u_{x}(t, x)\right| \leqq h_{0}^{\prime}(0)=p_{1}
$$

Lemma 2.2 is proved.

## 3. Existence and Uniqueness Theorem

Let us now formulate the existence and uniqueness theorem for problem (0.1), (0.2). Denote by $D_{i}$ the set $\bar{Q}_{T} \times[-M, M] \times\left[-C_{i}, C_{i}\right], \quad i=0,1$.

Theorem 3.1. Suppose that conditions (0.3), (0.4), (0.6), (0.7) (or (0.8)), (2.3) are fulfilled. In addition suppose that some condition which guarantee the boundedness of $|u|$ is fulfilled (see [18], [20]). If $a(t, x, u, p), f(t, x, u, p) \in C^{\alpha}\left(D_{0}\right), \alpha \in(0,1)$ then for any $T>0$ problem (0.1),(0.2) has at least one solution $u(t, x)$ from $C_{t, x}^{1+\beta / 2,2+\beta}\left(Q_{T}\right) \cap C^{0}\left(\bar{Q}_{T}\right)$ for some $\beta \in(0,1)$.

Theorem 3.2. Suppose that conditions (0.3), (0.4), (0.6), (0.7) (or (0.8)), (2.1), (2.2) are fulfilled. In addition suppose that some condition which guarantee the boundedness of $|u|$ is fulfilled. If $a(t, x, u, p), f(t, x, u, p) \in C^{\alpha}\left(D_{1}\right), \alpha \in(0,1)$ and $u_{0}(x)$ is Lipschitz continuous function such that $u_{0}( \pm l)=0$ then for any $T>0$ problem (0.1), (0.2) has at least one solution $u(t, x) \in C_{t, x}^{1+\beta / 2,2+\beta}\left(Q_{T}\right) \cap C^{0}\left(\bar{Q}_{T}\right)$ for some $\beta \in(0,1)$.

Note that (see [1]) the boundedness of $\left|u_{x}\right|$ implies Hölder continuity of the solution with respect to $t$ with Hölder exponent $1 / 2$ and Hölder constant depending only on sup $\left|u_{x}\right|$ and on the maximum of functions $a(t, x, u, p),|f(t, x, u, p)|$ on the set $D_{i}$. The boundedness of $\left|u_{x}\right|$ implies also the Hölder continuity of $u_{x}$ (see[1]) with Hölder constant and Hölder exponent depending also on sup $\left|u_{x}\right|$ and on the maximum of $a$ and $|f|$ on $D_{i}$. These estimates imply the existence of the required solution (see for example [20]).

Remark on Uniqueness. If the functions $a(t, x, u, p), f(t, x, u, p)$ are differentiable with respect to $u$, then the solution in Theorems 3.1, 3.2 is unique (see [18]).

Example. In [10] it was shown that the solution of the problem

$$
\begin{gathered}
u_{x x}-u_{t}=(x+1 / 2) u_{x}^{3} \quad \text { in }(-1 / 2,1 / 2) \times(0,+\infty), \\
u(0, x)=u_{0}(x), \quad \text { for }|x|<1 / 2, \quad u_{0}(-1 / 2)=0, \quad u_{0}(1 / 2)=\pi / 2,
\end{gathered}
$$

where $u_{0}(x)$ is smooth compatible with boundary conditions, remains bounded but it cannot possess a bounded derivative. It means that sup $\left|u_{x}\right| \rightarrow+\infty$ as $t$ goes to the proper value $t^{*}$ (finite or infinite). Note that the only steady-state solution of this problem is the function $\arcsin (x+1 / 2)$. Let us examine the following problem

$$
\begin{gathered}
u_{x x}-u_{t}=(x+l) u_{x}^{3} \quad \text { in }(-l, l) \times(0,+\infty), \\
u(0, x)=u_{0}(x) \text { for }-l<x<l, \quad u_{0}(-l)=0, \quad u_{0}(l)=U,
\end{gathered}
$$

where $U$ is some constant and the function $u_{0}(x)$ is smooth compatible with boundary conditions. For the function $v(t, x)=u(t, x)-U(x+l) / 2 l$ we obtain

$$
\begin{aligned}
v_{x x}-v_{t} & =(x+l)\left(v_{x}+U / 2 l\right)^{3}, \quad v(t,-l)=v(t, l)=0, \\
v(0, x) & =u_{0}(x)-U(x+l) / 2 l
\end{aligned}
$$

We take $\psi(\rho) \equiv 2 l(\rho+|U| / 2 l)^{3}$ and obtain

$$
\begin{aligned}
& \int_{p_{0}}^{p_{1}} \frac{\rho d \rho}{2 l(\rho+|U| / 2 l)^{3}} \\
= & \frac{1}{2 l p_{0}+|U|}-\frac{1}{2 l p_{1}+|U|}+\frac{|U|}{2}\left[\frac{1}{\left(2 l p_{1}+|U|\right)^{2}}-\frac{1}{\left(2 l p_{0}+|U|\right)^{2}}\right], \\
& \cdot \int_{p_{0}}^{p_{1}} \frac{d \rho}{2 l(\rho+|U| / 2 l)^{3}}=\frac{l}{\left(2 l p_{0}+|U|\right)^{2}}-\frac{l}{\left(2 l p_{1}+|U|\right)^{2}} .
\end{aligned}
$$

Thus, if there exist $p_{1}>p_{0}>0$ such that

$$
\int_{p_{0}}^{p_{1}} \frac{\rho d \rho}{2 l(\rho+|U| / 2 l)^{3}}=\max \left\{\sup |v|, \operatorname{osc}(v), l K_{0}\right\}
$$

and

$$
\left(2 l p_{0}+|U|\right)^{-2}-\left(2 l p_{1}+|U|\right)^{-2}=1 \text { or condition }(0.8) \text { is fulfilled, }
$$

then we have the global gradient estimate independent of $T$. The estimate of $|v(t, x)|$ can be easily obtained from the fact that $u(x, t)$ attains maximum and minimum on the parabolic boundary of the domain (i.e., $\{t=0,|x|<1 / 2\} \cup\{t \in$ $(0,+\infty), \quad x= \pm 1 / 2\})$.

Remark. The case $U=\pi / 2, \quad l=1 / 2$ does not satisfy condition (0.6) for any initial data. In fact, for $U=\pi / 2$ and $l=1 / 2$ we have

$$
\int_{0}^{+\infty} \frac{\rho d \rho}{2 l(\rho+|U| / 2 l)^{3}}=\frac{1}{\pi}
$$

and $\sup |v| \rightarrow V_{0}>1 / \pi$ when $t \rightarrow t^{*}$ for some $t^{*}$ (see [10]).
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