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The elliptic logarithm method for the determination of all integral solutions of a given elliptic equation is discussed for equations with associated elliptic curve of moderately large rank. Major attention is given to the question of optimizing the choice of Mordell–Weil basis for the curves in question. A speculative argument suggests that for any curve of rank larger than 8 the calculations involved are unlikely to be feasible. The arguments are illustrated by examples of curves of rank 5, 6, 7, and 8, taken from the literature.

1. INTRODUCTION

The history of the elliptic diophantine equation is like a giant tree, old but very much alive, and from its many branches rich fruits can be picked. Not only is its size impressive, but also its age commands respect as the origins of the elliptic equation reach as far back as Diophantus of Alexandria. Indeed, the so-called “ascent” principle—a method, based on simple geometric and algebraic considerations, by which new rational solutions can be constructed from those already known—can be traced to Diophantus’ Arithmetica. From there, via Fermat’s famous “descent”, the trail leads up to the celebrated Mordell-Weil finite basis theorem on which modern developments firmly rest. A fascinating account of the early history of this equation runs as a finely woven thread through Weil’s history of number theory [1984]. See also [Bashmakova 1974; Scriba 1984] and the references cited there.

In this century Mordell initiated the search for integral solutions of elliptic equations. By Siegel’s famous theorem [1929], at most finitely many integral solutions exist for any given elliptic equation, and because his result is ineffective the determination of
all such solutions becomes a real challenge. Up till then, for individual equations, the established approaches were almost always purely algebraic with the occasional geometric touch. But since Baker’s famous work on linear forms in logarithms of algebraic numbers made Siegel’s theorem effective, powerful diophantine approximation techniques took a prominent position in the ranks of successful solution methods.

Looking back over the history of the elliptic equation, one cannot help but be impressed by the great variety of methods and techniques that have been successfully employed to solve individual equations. Despite this, research in the field never stopped, and what is more, new life was breathed into it only recently by a new method which was developed simultaneously and independently by several researchers [Stroeker and Tzanakis 1994; Gebel, Pethö, and Zimmer 1994; Smart 1994]. This approach, which we shall henceforth refer to as the elliptic logarithm method — \texttt{Ellog} for short — is a harmonious blend of algebraic, analytic and geometric ideas. For more historical comments we refer the reader to [Stroeker and Tzanakis 1994]. Quite recently the \texttt{Ellog} method has been generalized to number fields in [Smart and Stephens 1997].

In the next section we shall give a brief description of its fundamental characteristics. In contrast to many earlier methods, \texttt{Ellog} is generally applicable, at least in principle. Because of this, naively as it may be, it might cross one’s mind that at this point the story of the elliptic equation comes to a natural and happy end. However, on reflection, it would be of interest to see whether significant improvements could be made, especially as \texttt{Ellog} heavily relies on non-trivial computations. And, likewise, it would also be nice to know precisely where theory and practice diverge, that is to say, at which point one should expect to come up against insurmountable obstacles in the form of upper bounds for numbers, memory size and cpu-time that cannot be reduced to workable magnitude. In [Bremner et al. 1997; Stroeker and Tzanakis 1994; Stroeker 1995; Tzanakis 1996; Stroeker and de Weger 1999a] examples are given in which serious size problems are avoided, so that these questions were not really addressed.

Here we will do some modest speculation in more demanding circumstances and consider a few more challenging examples. Moreover — and this is the main contribution of this paper — we suggest an improvement of the algorithm introduced in [Stroeker and Tzanakis 1994] for Weierstraß equations and subsequently extended to quartic elliptic equations in [Tzanakis 1996], which often has a favourable impact on the final brute search work that needs to be done, not by lowering the (artificially) large upper bound resulting from the Principal Inequality [Stroeker and Tzanakis 1994, (16)], but by significantly reducing the final bound after LLL-reduction. In summary, in this paper we concentrate on the opportunities offered by the \texttt{Ellog} method to make choices optimal where possible. In the final section, we shall illustrate these points by means of suitable examples, all taken from the existing literature. We shall also seize the opportunity to show by example that \texttt{Ellog} does not have more trouble in dealing with quartic equations than it usually has with Weierstraß equations. This fact agrees with the claim made in the final lines of the Introduction of [Tzanakis 1996].

2. PRELIMINARIES

The starting point is a specific elliptic diophantine equation for which we wish to explicitly compute all rational integral solutions. This equation represents an elliptic curve $E$ over the rationals $\mathbb{Q}$, and often it has the standard Weierstraß form

$$y^2 + a_1 xy + a_3 y = x^3 + a_2 x^2 + a_4 x + a_6,$$

with integral coefficients $a_1, a_2, a_3, a_4, a_6$, usually satisfying $a_1 = a_2 = a_3 = 0$. However, other models are permitted, such as the binary quartic representation

$$y^2 = f(x)$$

used in [Tzanakis 1996], where $f \in \mathbb{Z}[x]$ is monic and of degree 4, or even less common cubic models like those in [Stroeker and de Weger 1999a] and [Stroeker and de Weger 1999b] of type

$$F(u, v) = 0,$$

for any $F \in \mathbb{Z}[u, v]$ of degree 3, provided it represents an elliptic curve over $\mathbb{Q}$ with a rational point on it. Instead of giving all the details of \texttt{Ellog} —
which may be found in [Stroeker and Tzanakis 1994] and [Tzanakis 1996]—we shall merely advance information that is strictly necessary for our purpose.

The $Ellog$ method naturally splits up into three distinct parts. In the initial stage essential characteristics of the corresponding elliptic curve are gathered to be used in the second part, like the torsion group, the fundamental period $\omega$ of the Weierstraß $\wp$-function for the minimal Weierstraß model of $E$, the rank $r$ and a basis $\{P_1, \ldots, P_r\}$ for the free part of the Mordell–Weil group. Now any point $P \in E(\mathbb{Q})$ having integral coordinates with respect to the original equation can be uniquely expressed as an integral linear combination of basis elements, allowing for torsion:

$$P = m_1P_1 + \cdots + m_rP_r + T_0. \quad (1)$$

Here $T_0$ stands for any one of the finitely many torsion points. If torsion is trivial, then $T_0$ is absent from (1). Setting $M = \max_{i=1,\ldots, r}|m_i|$, once an absolute upper bound for $M$ is obtained, all points $P$ satisfying relation (1) can be explicitly calculated, at least in principle.

The next stage of the method forms the body of $Ellog$. An upper bound is established for a linear form in elliptic logarithms, which is closely related to (1), and which involves $M$. A basic instrument for this purpose is the group isomorphism $\varphi : E_0(\mathbb{R}) \rightarrow \mathbb{R}/\mathbb{Z} = [0,1)$ defined by

$$P \mapsto \begin{cases} 0 & \text{if } P = O, \\ \frac{1}{\omega} \int_{x(P)}^{\infty} \frac{dx}{\sqrt{x^3 + ax + b}} \pmod{1} & \text{if } y(P) \geq 0, \\ -\varphi(-P) \pmod{1} & \text{if } y(P) < 0. \end{cases}$$

Here $E_0(\mathbb{R})$ is the infinite component of the short Weierstraß model $y^2 = x^3 + ax + b$ for $E$. The said linear form generally is of type

$$L(P) := \frac{1}{q} (u_0 + n_1u_1 + \cdots + n_ru_r + n_0\omega). \quad (2)$$

where the $u_i := \omega \varphi(P_i)$, for $i = 0, \ldots, r$, are known as the elliptic logarithms of the points $P_i$; the point $P_0$, if not the zero-point, is algebraic of degree at most $D = 3$, and can be easily calculated. The $q$ appearing in (2) is an explicitly known small positive integer, usually 1 or 2. Further, the integers $n_i$, for $i = 1, \ldots, r$, are explicit linear combinations of $m_1, \ldots, m_r$ with small integer coefficients; in many cases $n_i = m_i$ for all $i = 1, \ldots, r$, including those cases in which the equation to be solved is a Weierstraß equation. Non-Weierstraß equations can be found in [Tzanakis 1996, Examples 1, 5, 6, 7], where $q = 2$ or 4. Finally, the integer $n_0$ can be explicitly bounded in terms of $M$.

So the only unknowns in this linear form are the rational integers $n_i$, for $i = 0, \ldots, r$. If we put $N = \max_{i=0,\ldots, r}|n_i|$, then $N \leq \alpha M + \beta$ for some explicitly computable small positive integers $\alpha$ and $\beta$. The essential inequality referred to above looks like

$$|L(P)| \leq c_2 \exp(c_3 - c_1 M^2), \quad (3)$$

for positive constants $c_1$, $c_2$, and $c_3$. The word constant is used here to indicate independence of $M$. The computation of these constants is the main purpose of this part of the algorithm. A direct, rather automatic application of a deep result by Simion David [1995] leads to a lower bound for $|L(P)|$ (provided $L(P) \neq 0$), which takes the form

$$|L(P)| > \exp(-c_4 \log N + c_5)(\log \log N + c_6)^{k+2}, \quad (4)$$

where $k = r$ if $u_0 = 0$ in (2) and $k = r + 1$ otherwise. The constants $c_5$ and $c_6$ are small, but $c_4$ is the very large constant

$$c_4 = 2.9 \cdot 10^{6k+12} D^{2k+4} 4^{(k+1)^2} \times (k+2)^{2k^2+13k^2+23.3} (\log E)^{-2k-3} \prod_{i=0}^{k} A_i, \quad (5)$$

for some small positive technical constants $A_i$, independent of $k$. Usually $\log E = 1$ and $D = 1$, 2 or 3. Combining the upper and lower bounds for $|L(P)|$ and taking into account that $N \leq \alpha M + \beta$ leads to the PRINCIPAL INEQUALITY (see (8)), which gives a large upper bound $M_0$ for $M$. Note that the $c_4$ in (5) differs from the one mentioned in [Stroeker and Tzanakis 1994; Brenner et al. 1997]: the latter occurred in a preliminary version of [David 1995].

The final part of $Ellog$ is about reducing this huge upper bound $M_0$ to manageable size. In order to do this, de Weger’s implementation [1989] of the LLL-algorithm is used. A brief description will suffice here. Assume, for the sake of simplicity, that the linear form (2) is homogeneous, so that $u_0$ is absent. In order to reduce $M_0$, we apply the lattice
basis reduction process to the lattice spanned by the columns of the matrix

\[
A = \begin{pmatrix}
1 & 0 & \ldots & 0 & 0 \\
0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 1 & 0 \\
[Cu_1] & [Cu_2] & \ldots & [Cu_r] & [Cu]
\end{pmatrix},
\]

where \( C \) is a large constant of the size of \( M_0^{r+1} \), and where \([\cdot]\) denotes rounding to the nearest integer. Consider the lattice point

\[
L := A(n_1, \ldots, n_r, n_0)^t = (n_1, \ldots, n_r, \lambda)^t,
\]

where \( n_0 \) appears in (2), which makes \( \lambda \) a good approximation to \( qC \cdot L(P) \). From the reduced basis we find a lower bound \( d \) for the length of the shortest nonzero lattice vector. The inequality \( \|L\| \geq d \) gives us a lower bound for \( |L(P)| \), namely

\[
|L(P)| \geq \frac{1}{qC} \times \left( \sqrt{d^2 - r(\alpha M_0 + \beta)^2} - \frac{r + 1}{2}(\alpha M_0 + \beta) \right),
\]

assuming \( d \) is large enough—if not, we choose \( C \) slightly larger. Together with the upper bound (3) a reduced upper bound \( M_1 \) for \( M_0 \) is obtained which is roughly \( \sqrt{\log M_0} \); see (10). For a complete description, we refer to [Stroeker and Tzanakis 1994; Tzanakis 1996].

3. REFLECTIONS AND SPECULATIONS

In an analysis of \( \text{EllLog} \) it is natural to focus on the question of choice. Since we are working with a fixed elliptic curve, invariants like rank, torsion, regulator, and the like are uniquely determined. From the PRINCIPAL INEQUALITY it is obvious that the rank \( r \) plays a major role in the shaping of the upper bound for \( M_0 \). How difficult is it to compute the rank of a given elliptic curve over \( \mathbb{Q} \)? Even for small ranks, this may pose considerable problems if one wishes to establish the rank unconditionally. The best algorithm available seems to be John Cremona’s mrank [1992]. Ian Connell’s apecs [1995] is also very useful. An example of the difficulties involved is given in [Bremner et al. 1997, Section 2]. If one does not shy away from using conjectural assumptions, like the Birch–Swinnerton-Dyer conjectures, things become easier. Even so, for \( r > 8 \) say, the searching for independent points could easily get out of hand. Fortunately, for most notorious elliptic equations the corresponding curve is of low rank.

Now suppose that the rank \( r \) has been established. What is the effect of high rank on \( \text{EllLog} \)? Considering the collection of curves to which the elliptic logarithm method has been applied in [Bremner et al. 1997; Stroeker and Tzanakis 1994; Tzanakis 1996; Stroeker 1995], and also in the present paper, it is not difficult to notice the regular behaviour of the upper bound \( M_0 \) for \( M \) obtained before LLL-reduction with respect to the size of \( r \), namely

\[
M_0 \sim 10^{(5r^2 + 15r + 28)/2}.
\]

All curves considered, even the ones of rank 6, 7, and 8, agree to this size, with the exception of the upper bounds found in [Gebel, Pethö, and Zimmer 1994], which are too small to satisfy (7). This is explained by the fact that in that paper the authors erroneously use \( \varphi \)-values instead of elliptic logarithms, that is to say, they consider a non-homogeneous linear form in \( \varphi \)-values where they should have used a homogeneous one in \( r + 1 \) elliptic logarithms. The replacement of \( r + 1 \) by \( r \) has a considerable diminishing effect on the size of the upper bound \( M_0 \). After correction the new bounds also agree with (7).

Nevertheless, being merely heuristic, this formula only serves as an indication. In order to reduce the bound \( M_0 \) in the third stage of \( \text{EllLog} \), the elliptic logarithms need to be calculated to a precision of at least \( (r + 1) \log M_0 \) decimal digits. Some careful extrapolation on (7) shows that this means at least 2115 digits for rank 8, which is just feasible as we shall see in Example 4 (Section 5), and no less than 3740 digits for rank 10; for curves of rank 20 and higher this bound gets completely out of reach. This seems to suggest a natural upper bound for the rank of approximately 8 or maybe a bit larger beyond which \( \text{EllLog} \) is not likely to succeed.

Once there is no doubt about the rank, finding as many independent rational points is the next step towards a Mordell–Weil basis. The search for points could be very troublesome, since the upper bound for the canonical height of points could be rather large. In such cases, further descent techniques may be successfully applied; see [Merriman et al. 1996]. The process of infinite descent used to construct a
Mordell–Weil basis is very well described in [Siksek 1995].

So far we have not had any real choice. But having a single basis gives us immediate access to infinitely many bases. What is the effect on $\text{Elllog}$ of changing the Mordell–Weil basis? A natural choice for basis elements is those of least canonical height. This is what John Cremona’s mwrank and Ian Connell’s apeca do. But is such a basis also the most natural choice for $\text{Elllog}$? The answer to this question is not obvious. The element of the Principal Inequality that has the most significant effect on the size of $M_0$ (second to the rank $r$ of course) is the constant $c_1$ in (3). This can be seen as follows. Stripped from insignificant elements, the Principal Inequality essentially reduces to

$$M^2 < \frac{c_4}{c_1} \log(\alpha M + \beta) \log(\log(\alpha M + \beta))^{k+2}.$$  

(8)

for $k = r$ or $r + 1$. Now $c_4$ really depends on $r$ only—see (5)—and is therefore more or less fixed. In view of (8) one would expect $M$ to be roughly of the order of $\sqrt{c_4}$ which is essentially $(4k)^{k^2}$; see (5). Hence, for large $k$ the estimate (7) is rather conservative. Returning to (8), the constant $c_1$ is the least eigenvalue of the positive definite Grammian height-pairing matrix $\mathcal{H} = (H_{ij})_{r \times r}$, where

$$H_{ij} = \frac{1}{2}(\hat{h}(P_i + P_j) - \hat{h}(P_i) - \hat{h}(P_j)),$$

(9)

and therefore depends solely on the Mordell–Weil basis $\{P_1, \ldots, P_r\}$ of $E(\mathbb{Q})$ modulo torsion. The notation $\hat{h}$ indicates the canonical, or Néron–Tate height function, so (1) implies that

$$\hat{h}(P) = \sum_{1 \leq i, j \leq r} H_{ij} m_i m_j \geq c_1 M^2.$$

Thus, our choice of a Mordell–Weil basis should reflect our wish to make $c_1$ as large as possible. It is this aspect of the $\text{Elllog}$ method we shall investigate closely in the next section.

Other choices one may have are few, and seem to have little effect on the $\text{Elllog}$ method. For example, we start with a given elliptic equation and we also need the short Weierstraß model for $E$. These are related by birational transformations, which do play a minor role in the constants $c_3$ and maybe $P_0$. Their influence however is nothing like the effect the choice of $c_1$ may have on inequality (8). Moreover, the latter effect should not be exaggerated either. The best $M$ satisfying the Principal Inequality, say $M_0$, is always very large. Hence a doubling of the $c_1$-value results in a decrease of $M_0$ by a factor $\sqrt{2}$. This is obviously of very little significance on numbers of size $10^{100}$. It is much more important to realize that an optimal choice of Mordell–Weil basis has a favourable effect on the final upper bound for the coefficients $m_i$ after LLL-reduction has been applied a few times. This is immediately clear from the inequality

$$M^2 < \frac{1}{c_1} \left(\log(qc_2 C) + c_3 - \log\left(\sqrt{d^2 - r(\alpha M_0 + \beta)^2} - \frac{r+1}{2}(\alpha M_0 + \beta)\right)\right);$$  

(10)

see (6) and (3). The final upper bound for $M$ in (10) is small, usually under 20. So doubling the value of $c_1$ has a much more significant effect on the final upper bound after reduction than on the initial very large upper bound before reduction takes place. This is best illustrated by Example 4 in Section 5.

Finally, we have argued that for any rank $r > 8$ there will be grave computational problems. We add another, rather mundane argument. After applying the LLL-reduction process several times until no further improvement on the bound $M$ is obtained, we will usually end up with a final bound no less than say 6, if $r \geq 4$, but most likely larger than that for larger $r$. Then in the final search for missed integral points, there are $\frac{1}{2}t((2 \times 6 + 1)^r - 1)$. This means more than 10 billion points if $r = 9$ and $t = 2$, and if no substantial number of them can be discarded beforehand this could take a very long time indeed! However, the “inequality trick” discussed in Example 4 on page 147 may reduce considerably the overall search time.

### 4. THE OPTIMAL MORDELL–WEIL BASIS

In the previous section we showed that the size of the bound on $M$ before reduction is governed by the rank $r$, which cannot be altered, and after that by the choice of Mordell–Weil basis, that is to say, by the least eigenvalue $c_1$ of the Grammian height-pairing matrix $\mathcal{H}$. Now for small $r$ it is very easy to search for and find an improved basis by taking
random combinations of basis points. Of course, for $r = 1$ there is nothing to improve, but a moderately large final bound for $M$ is computationally nothing to worry about when the rank is so small. Example 1 in Section 5 is meant to illustrate this. For large values of $r$ the optimal choice for the Mordell–Weil basis is not obvious. This may be illustrated by the fact that hardly any “natural” Mordell–Weil basis of an elliptic curve of rank $\geq 5$ is $c_1$-optimal. The remaining examples in Section 5 exemplify this point.

For us this fact provided ample motivation to investigate the possibility of standardizing the search for the best Mordell–Weil basis.

**4A. An Integral Minimax Problem**

As before, let $P_1, \ldots, P_r$ be free generators of the Mordell–Weil group of an elliptic curve $E/\mathbb{Q}$ and let $\mathcal{H}$ be its $r \times r$ Grammian matrix, whose entries are given by (9). This matrix $\mathcal{H}$ is real, symmetric, and positive definite, and therefore all its eigenvalues are real and positive. It goes without saying that these eigenvalues depend on the choice of generators. Now the point of this discussion is to choose the set of generators so that the least eigenvalue $c_1$ of the corresponding Grammian $\mathcal{H}$ is as large as possible.

To analyze the dependency of $c_1$ on the choice of generators, we consider another set of generators $\{P'_1, \ldots, P'_r\}$. Then there is an $r \times r$ integer matrix $A = (a_{ij})$, such that $P'_i = \sum_{j=1}^{r} a_{ij} P'_j$, and for the Grammian matrix corresponding with this new set of generators we have

$$\mathcal{H}' = A \mathcal{H} A^t.$$ 

Since $\det \mathcal{H}' = \det \mathcal{H}$, it follows that $\det A = \pm 1$, so that $A$ is unimodular. In particular, this means that the elements $a_{ij}$ of $A^{-1}$ are also integral.

Summarizing, our problem may be formulated in the following general terms:

**Integral Minimax Problem.** Given an $r \times r$ real, symmetric, positive definite matrix $\mathcal{H}$, find an $r \times r$ integral, unimodular matrix $A$ that maximizes the least eigenvalue of the matrix $A \mathcal{H} A^t$. In symbols, determine

$$\max_A \min_{x \neq 0} \frac{x^t A \mathcal{H} A^t x}{x^t x},$$

where the maximum runs over all $r \times r$ integral, unimodular matrices $A$, and the minimum runs over all nonzero vectors $x \in \mathbb{R}^r$.

The second formulation arises because the vectors $x$ that minimize the quotient above are exactly the eigenvectors corresponding to the least eigenvalue; this is called the Rayleigh–Ritz theorem [Horn and Johnson 1985, p. 176] and is an easy consequence of the existence of an orthonormal basis of eigenvectors for $A \mathcal{H} A^t$ (for the inner product defined by $x^t x$).

It is not difficult to prove that this problem is solvable (of course the maximizing $A$ need not be unique). To do this, consider the set

$$S(\mathcal{H}) := \{ c_1(A) \mid A \text{ is integral and unimodular} \},$$

where $c_1(A)$ is the least eigenvalue of $A \mathcal{H} A^t$, that is,

$$c_1(A) = \min_{x \neq 0} \frac{x^t A \mathcal{H} A^t x}{x^t x}.$$

$S(\mathcal{H})$ is nonempty, since it contains $c_1 = c_1(I)$. If $c_1$ is the largest element of $S(\mathcal{H})$, there is nothing to prove. Therefore, assume that there exists a $c'_1 = c_1(A) > c_1 > 0$ and write $\mathcal{H}' = A \mathcal{H} A^t$. Then, for any $x \in \mathbb{R}^r$ with $x \neq 0$,

$$x^t \left( \frac{1}{c_1} \mathcal{H}' - I \right) x = \frac{1}{c_1} \left( x^t \mathcal{H}' x - c_1 x^t x \right) \geq \frac{1}{c_1} (c'_1 - c_1) x^t x > 0,$$

so that $(1/c_1) \mathcal{H}' - I$ is a positive definite matrix. Then

$$A^{-1} \left( \frac{1}{c_1} \mathcal{H}' - I \right) (A^{-1})^t = \frac{1}{c_1} \mathcal{H} - A^{-1} (A^{-1})^t$$

is also positive definite. Therefore, the main diagonal of the latter matrix has positive elements only. From the inequalities

$$\sum_{j=1}^{r} (d_{ij})^2 < \frac{1}{c_1} \mathcal{H}_{ii} \quad \text{for } i = 1, \ldots, r, \quad (11)$$

bearing in mind that the $d_{ij}$ are integers, it follows that there can be only finitely many matrices $A^{-1}$ for any given matrix $\mathcal{H}$. This proves that $S(\mathcal{H})$ is a finite, nonempty set, and the optimal $c_1$ is the maximal element of this set.

Naturally, inequality (11) could serve as a base for our algorithm. However, it seems more convenient to distinguish two separate stages in the computation of the optimal $c_1$.

Set

$$B := A^{-1} (A^{-1})^t. \quad (12)$$
and observe that $B$ is integral, symmetric, positive definite, and that $\det B = 1$. Also note that the matrix $\mathcal{H}_1 := (1/c_1)\mathcal{H}$ has least eigenvalue 1.

We now reformulate the integral minimax problem in the following way.

**Integral Minimax Problem (reformulated).**

Part 1. *Given a real, symmetric, positive definite matrix $\mathcal{H}_1$ with least eigenvalue 1, find all integral, symmetric, positive definite matrices $B$ of determinant 1 and such that $\mathcal{H}_1 - B$ is also positive definite.*

Part 2. *Given an integral, symmetric, positive definite matrix $B$ of determinant 1, decide whether there exists an integral, unimodular matrix $A$ satisfying (12) and, if so, find any one such decomposition.*

In Part 2 a single decomposition (12) of $B$ suffices, since any other such decomposition of $B$ gives the same $c_1$. This can be seen as follows. Suppose

$$A^{-1} (A^{-1})^t = B = A^{-1}_2 (A_2^{-1})^t,$$

for integral, unimodular matrices $A_1, A_2$. Then $Q := A_2 A_1^{-1}$ is orthogonal, and hence

$$c_1(A_2) = c_1(QA_1) = c_1(A_1),$$

because similar matrices have the same eigenvalues.

**4B. The First Stage of the Algorithm**

Let the $r \times r$ matrices $\mathcal{H}_1 = (h_{ij})$ and $B = (b_{ij})$ be defined as in Part 1 of the integral minimax problem. Since both $B$ and $\mathcal{H}_1 - B$ are positive definite, all principal minors of these matrices are positive. In particular, all $1 \times 1$ principal minors are positive, which means,

$$0 < b_{ii} < h_{ii} \quad (13)$$

for all $i = 1, \ldots, r$, and also all $2 \times 2$ principal minors are positive. On the element level, the latter translates to

$$|h_{ij}| < \sqrt{b_{ii}b_{jj}} =: s_{ij}$$

and

$$|h_{ij} - b_{ij}| < \sqrt{(h_{ii} - b_{ii})(h_{jj} - b_{jj})} =: d_{ij}$$

for all $i, j = 1, \ldots, r$ with $i \neq j$, which restricts $b_{ij}$ to the interval

$$(\max\{-s_{ij}, h_{ij} - d_{ij}\}, \min\{s_{ij}, h_{ij} + d_{ij}\}). \quad (14)$$

This enables us to construct the matrix $B$ by successively enlarging the leading principal submatrices of $B$ by a single row and a single column, starting with $(b_{11})$, thus leading to the following description.

**Algorithm (Stage 1).**

Input: a real symmetric, positive definite matrix $\mathcal{H}_1$ with least eigenvalue 1.

1. Choose $b_{11} \in \mathbb{N}$ such that (13) holds for $i = 1$. Set $B_1 = (b_{11})$, and let $\mathcal{B}_1$ be the set of all such $1 \times 1$ matrices $B_1$. If $\mathcal{B}_1$ is empty, stop.

2. Suppose the finite set $\mathcal{B}_k$ of $k \times k$ integral, symmetric and positive definite matrices $B_k$ has been constructed ($1 \leq k < r$). Now $\mathcal{B}_{k+1}$ is the set of all possible symmetric $(k+1) \times (k+1)$ matrices $B_{k+1} = (b_{ij})$ with these properties:

(i) the leading principal $k \times k$ submatrix of $B_{k+1}$ belongs to $\mathcal{B}_k$,

(ii) $b_{k+1,k+1} \in \mathbb{N}$ satisfies (13) for $i = k + 1$,

(iii) $b_{i,k+1,1} \in \mathbb{Z}$ satisfies (14) for $j = k + 1$ and each $i = 1, \ldots, k$,

(iv) $\det B_{k+1} > 0$.

If $\mathcal{B}_{k+1}$ is empty, stop. Else, if $k + 1 < r$, repeat Step 2 with $k \leftarrow k + 1$.

3. For each $B_r \in \mathcal{B}_r$, if $\det B_r = 1$, accept $B_r$ as a possible $B$.

We stress that, when $r$ is not too small, $r \geq 6$ say, and $c_1$ is rather small compared to 1, the number of qualifying $B$ matrices could be very large, so that generating them all becomes infeasible. If we suspect this will happen, we proceed as follows. Once a few qualifying $B$ matrices are known, the process is stopped in order to check for a possible improvement of $c_1$ by means of Stage 2. If so, starting Stage 1 with this improved $c_1$-value necessarily restricts the number of qualifying $B$'s.

Another trick is to artificially enlarge $c_1$ by inserting a multiplication factor $\lambda > 1$, so as to shrink the search intervals resulting from (13) and (14). More precisely, starting from a basis with corresponding $c_1 = c$, we check whether there exists a basis with $c_1 \geq \lambda c$. Varying this factor $\lambda$, we may enlarge $c_1$ step by step, until no improvement seems likely. We then start the process all over again with $\lambda = 1$ and the best $c_1$-value so far obtained.
4C. The Second Stage of the Algorithm

Assume that the $r \times r$ matrices $B$ and $A$ are defined as in Part 2 of the reformulated Integral Minimax Problem (page 141). We shall say that $B$ splits if the problem formulated in Part 2 is solvable for this particular matrix $B$.

First we prove:

Lemma. The matrix $B$ splits if and only if, for any real decomposition of $B$ as $R^tR$, the corresponding lattice $A$ generated by the columns of $R$ possesses a basis that is orthonormal with respect to the standard inner product.

Proof. Since $B$ is symmetric and positive definite, real decompositions $R^tR$ of $B$ always exist. Now clearly $A^{-1}(A^{-1})^t = R^tR$ if and only if the matrix $Q := RA^t$ is orthogonal. Since $A^t$ is integral and unimodular, this is equivalent to say that there is an orthogonal matrix $Q$ such that $A = RQ$, hence the result.

Observe that $B$, being positive definite, defines a vector norm

$$\|x\|_B := \sqrt{x^tBx}, \quad \text{for } x \in \mathbb{R}^r.$$  

Let $B = R^tR$ be any real decomposition of $B$. Then

$$\|x\|_B = \|Rx\|$$

for $x \in \mathbb{Z}^r$, so $\|x\|_B$ gives the length of the lattice vector $Rx \in \Lambda_R$.

Now suppose that $B$ splits, so that by the Lemma, the lattice $\Lambda_R$ has an orthonormal basis. Let this basis be given by the orthogonal matrix $Q$, so that $R = QU$ for some integral, unimodular matrix $U$.

Then for any lattice vector $Rx \in \Lambda_R$ we have

$$\|x\|^2_B = \|Rx\|^2 = \|QUx\|^2 = \|Ux\|^2 = \|y\|^2 = \sum_{i=1}^r y_i^2,$$

where $y = Ux$ is an integral vector. Hence, the only lattice vectors $Rx$ with $\|x\|_B \leq 1$ are those with $x = 0$ or $\pm x = U^{-1}e_i$, where $e_i$ denotes the $i$-th standard basis vector of $\mathbb{R}^r$.

Conclusion. If $B$ splits, the lattice $\Lambda_R$ has exactly $2r$ nonzero vectors of length $\leq 1$, all of which in fact have length $1$. Conversely, if $\Lambda_R$ has exactly $2r$ nonzero vectors of length $\leq 1$, then either $\Lambda_R$ does not possess an orthonormal basis and therefore $B$ does not split, or $\Lambda_R$ does have such a basis the elements of which are amongst the $2r$ vectors.

All of this enables us to use the Pari procedure $\min(B, 1, 2r+1)$. This procedure produces a vector with three components, the first of which is the number of all vectors $x \in \mathbb{Z}^r$ with $\|x\|_B \leq 1$, and at most $2r + 1$ of such vectors. The second component gives the maximum $B$-norm found and the last component is an $r \times r$ integral matrix whose columns are the vectors found. No two columns of this matrix are equal, neither are they each other’s additive inverse.

Algorithm (Stage 2).

Input: an $r \times r$ integral, symmetric, positive definite matrix $B$ with det $B = 1$.

1. Set $u := \min(B, 1, 2r+1)$.
3. If $U^tBU$ is the identity matrix — which is equivalent to $RU$ being orthogonal — then stop and return $A = U^t$, the required integral unimodular matrix. Else stop, since $B$ does not split.

Our algorithm obviously relies on Pari’s $\min$ procedure. Although we were told that according to the Pari-team it happened to produce incorrect results with the version we used — apparently it sometimes forgot vectors — we have no reason to doubt its correctness.

5. EXAMPLES

We have gathered here some examples to illustrate the points made in previous sections. Far from being picked out to show our algorithm to advantage, these examples (apart from the first) were among the most complicated cases we could find in the literature. Some are worked out in detail; with others we make use of existing coverage in the literature.

In the computations we used a variety of machines (notably a number of Pentium PC’s and a Sun Sparestation) at different locations and over a rather long period of time. Wherever it seemed appropriate we have recorded here the machine type and the time it took to carry out the computations.

The first example is an indication of the effect a small $c_1$-value has on the final upper bound for $M$.8
Example 1. The curve given by the Weierstraß equation

\[ y^2 + y = x^3 - x \]

has rank 1, Mordell–Weil basis \{ (0, 0) \}, and the \( c_1 \)-value, which obviously cannot be improved, is rather small, namely \( c_1 = 0.0255557 \ldots \). The corresponding best upper bound for \( M \) is 16, which is large, as was to be expected. Details are given in [Stroeker and de Weger 1999a].

The next set of examples illustrates the fact that finding the best \( c_1 \)-value is not automatic, at least for ranks not smaller than 5.

<table>
<thead>
<tr>
<th></th>
<th>Example 2.1</th>
<th>Example 2.2</th>
<th>Example 2.3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A, B )</td>
<td>1642032, 62874920</td>
<td>203472, 18487440</td>
<td>879984, 319138704</td>
</tr>
<tr>
<td>( r )</td>
<td>6</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( B_0 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_1 )</td>
<td>[432, 108]</td>
<td>[72, 2052]</td>
<td>[540, 1188]</td>
</tr>
<tr>
<td>( P_2 )</td>
<td>[396, 6372]</td>
<td>[36, 3348]</td>
<td>[576, 1836]</td>
</tr>
<tr>
<td>( P_3 )</td>
<td>[360, 9180]</td>
<td>[-36, 5076]</td>
<td>[468, 3132]</td>
</tr>
<tr>
<td>( P_4 )</td>
<td>[1044, 7236]</td>
<td>[-72, 5724]</td>
<td>[612, 3132]</td>
</tr>
<tr>
<td>( P_5 )</td>
<td>[108, 21276]</td>
<td>[396, 108]</td>
<td>[432, 4428]</td>
</tr>
<tr>
<td>( P_6 )</td>
<td>[36, 23868]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_1(B_0) )</td>
<td>0.21618...</td>
<td>0.40335...</td>
<td>0.34545...</td>
</tr>
<tr>
<td>( M_0 )</td>
<td>1.09 \times 10^{144}</td>
<td>2.33 \times 10^{111}</td>
<td>9.85 \times 10^{112}</td>
</tr>
<tr>
<td>( M_1 \ldots M_{\text{final}} )</td>
<td>97, 17, 15, 15</td>
<td>57, 11, 10, 10</td>
<td>62, 11, 10, 10</td>
</tr>
<tr>
<td>( B_1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_1' )</td>
<td>[360, 9180]</td>
<td>[36, 3348]</td>
<td>[540, 1188]</td>
</tr>
<tr>
<td>( P_2' )</td>
<td>[-1296, -24084]</td>
<td>[-36, 5076]</td>
<td>[468, 3132]</td>
</tr>
<tr>
<td>( P_3' )</td>
<td>[1060, -8900]</td>
<td>[432, 3348]</td>
<td>[432, 4428]</td>
</tr>
<tr>
<td>( P_4' )</td>
<td>[1836, -61668]</td>
<td>[-216, 7236]</td>
<td>[-684, -24516]</td>
</tr>
<tr>
<td>( P_5' )</td>
<td>[9/16, -1603611/64]</td>
<td>[468, 5076]</td>
<td>[720, -7668]</td>
</tr>
<tr>
<td>( P_6' )</td>
<td>[36, 23868]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_1(B_1) )</td>
<td>0.33027...</td>
<td>0.46493...</td>
<td>0.49206...</td>
</tr>
<tr>
<td>( M_0 )</td>
<td>6.94 \times 10^{143}</td>
<td>2.17 \times 10^{111}</td>
<td>1.08 \times 10^{113}</td>
</tr>
<tr>
<td>( M_1 \ldots M_{\text{final}} )</td>
<td>62, 10, 9, 8, 8</td>
<td>53, 10, 9, 9</td>
<td>52, 10, 9, 9</td>
</tr>
<tr>
<td>( U )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 0 0 1 0 0 0 )</td>
<td>(0 1 0 0 0 0)</td>
<td>(1 0 0 0 0 0)</td>
<td></td>
</tr>
<tr>
<td>( -1 -1 0 1 1 0 )</td>
<td>(0 0 1 0 0 0)</td>
<td>(0 0 1 0 0 0)</td>
<td></td>
</tr>
<tr>
<td>( 0 -1 0 1 1 0 )</td>
<td>(0 0 1 1 0)</td>
<td>(0 0 1 0 0 0)</td>
<td></td>
</tr>
<tr>
<td>( 0 0 -1 0 1 0 )</td>
<td>(0 0 -1 0 1)</td>
<td>(0 1 0 0 1)</td>
<td></td>
</tr>
<tr>
<td>( 0 1 -1 0 -1 0 )</td>
<td>(1 0 -1 0 1)</td>
<td>(0 0 0 1 -1)</td>
<td></td>
</tr>
<tr>
<td>( 0 0 0 0 0 1 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1.** Curves from Example 2. The Weierstraß equation of \( E/\mathbb{Q} \) is \( y^2 = x^3 - Ax + B \), with Mordell–Weil bases \( B_0 = \{ P_i \mid i = 1, \ldots, r \} \), which is the basis given in [Gebel, Pethő, and Zimmer 1994], and \( B_1 = \{ P_i' \mid i = 1, \ldots, r \} \) which is the \( c_1 \)-improved basis. Finally, \( U = (u_{ij}) \) with \( P_i' = \sum_{j=1}^{r} u_{ij} P_j \).
impossible, to establish the rank unconditionally for curves without points of finite order. The curve of Example 3 illustrates this point.

In Example 2.1 the first reduction step required a precision of 1250 digits. We used Pari-GP on a 75 MHz Pentium machine to execute the LLL-reduction. Together the calculation of the \( \varphi \)-values and the LLL-reduction took approximately one hour runtime. The optimal \( c_1 \)-value of Example 2.1 was obtained by first using a multiplication factor \( \lambda = 2.4 \). See Section 4.2 for an explanation. Total runtime for this optimization took only a few minutes. In [Gebel, Pethó, and Zimmer 1994] a different definition of canonical height is used, so that double \( c_1 \)-values are obtained: \( \lambda_1 = 2c_1 \). The upper bounds \( M_0 \) resulting from the \textit{Principal Inequality} and the LLL-reduced bounds \( M_{\text{final}} \) related to the \( B_0 \) bases of Table 1 do not agree with the corresponding bounds in [Gebel, Pethó, and Zimmer 1994], which are considerably smaller.

As we noted before in Section 3, the reason for these differences lies in the fact that the \( \varphi(P) \)-values used in [Gebel, Pethó, and Zimmer 1994] are mistaken for the elliptic logarithms \( u_i \) (see for instance the six listed \( u \)-values on page 186 of the paper), which causes a fortunate drop by one of the number of elliptic logarithms in the linear form of elliptic logarithms. Moreover, on page 187 of the same paper, either the notation \( b_i \) is unfortunate (see the definition on page 184 of the paper), or the authors forgot to insert a factor \( 2^{b_i/2} \) which might be another cause for the fact that the final bounds are appreciably smaller than they should be (8 instead of 15 for the first curve). Comparison of the \( M_0 \) bounds for both bases reveals that the influence of a considerably improved \( c_1 \)-value on the initially computed upper bound is negligible. However, after reduction, the influence is unmistakable, as can be seen from the \( M_{\text{final}} \) bounds. This is most noticeable in Example 2.1, thus improving the final search effort for integral points by a factor

\[
(31^6 - 1)/(17^6 - 1) \approx 36.77.
\]

Since the curves of Examples 2.2 and 2.3 both have rank 5, improvements are expected to be less significant, as is indeed the case. Complete lists of integral points are provided in [Gebel, Pethó, and Zimmer 1994].

Example 3. In response to a request from Tzanakis, Jaap Top briefly wrote down [Top 1996] examples of some techniques for the construction of elliptic quartics with many integral points. He kindly agreed to let us use this material freely. Since we are mainly interested in curves of higher rank, we restrict our attention to the exemplary illustration of a method explained in [Mestre 1991]. Following Top, consider the 10 integers, \( 0, \pm 1, \pm 2, \pm 3, \pm 4, 4q \), and put

\[
F(X) = (X^2 - 4qX)(X^2 - 1)(X^2 - 9)(X^2 - 16).
\]

Next, write \( F(X) = h(X)^2 - g(X) \), where \( h(X) = X^5 - 2qX^4 + \cdots \) with coefficients chosen in such a way that \( g(X) \) has degree 4. Since there is no more to this than simply “completing the square”, \( g(X) \) is uniquely determined. This \( g(X) \) has coefficients in \( \mathbb{Z}[q] \) that can be explicitly worked out. Now observe that when \( X = \alpha \) is any one of the 10 roots of \( F(X) = 0 \), then \( h(\alpha)^2 = g(\alpha) \). This means that \( [\alpha, h(\alpha)/2] \) is a rational point on the curve given by \( Y^2 = g(X) \). In particular, for variable \( q \), all these curves have at least 10 rational points. It is not unreasonable to expect that some, if not most, of these points will be independent. As it turns out, for \( q = 2 \) the rank is at least 4, for \( q = 3 \) and \( q = 4 \) the rank is at least 6, and for \( q = 5 \) the rank is at least 9.

In this example we shall consider the case \( q = 3 \), for which we obtain, after division by 4, the quartic model

\[
y^2 = 24784x^4 + 90096x^3 + 114372x^2 + 1376352x + 7096896.
\]

The minimal Weierstraß model for this curve is

\[
y^2 + xy + y = x^3 - x^2 - 28159452x + 15511281951.
\]

It is generally very hard to determine unconditionally the rank and a basis for the Mordell–Weil group of an elliptic curve of moderate or large rank with trivial torsion. See footnote 5 in [Siksek 1995, Example 5.2]. In fact the 2-descent which is necessary to determine the rank is greatly hampered by the absence of points of finite order. For our curve we estimate that \( m_{\text{rank}} \) would take many hundreds of days on a 75 MHz Pentium machine. However, assuming the Birch–Swinnerton-Dyer conjecture, the Taniyama–Weil conjecture, and a suitable Riemann
conjecture, apecs quickly establishes the rank and a Mordell-Weil basis for our curve.

Searching for points of low canonical height with Seek(5000), it took no more than 15 minutes on a 75 MHz Pentium to find a conditional basis \( B_0 \) (see Table 2) with \( c_1(B_0) = 0.424899 \ldots \). Although not optimal, this \( c_1 \)-value is almost optimal, which renders the present example less exciting than Example 4. The search for the \( c_1 \)-optimal basis \( B_1 \) took approximately 20 minutes on the same Pentium: 178 qualifying \( B \)-matrices were discovered, all of which split. Most of the computation time went into the calculation of \( \varphi \)-values to 1500 digits precision (almost 5 hours), the first LLL-reduction step with the same precision (2 hours), and the final search, which was done on a 133 MHz Pentium (approximately 29 hours). This search revealed exactly 14 integer solutions \([x, y]\) with \( y > 0 \) on the quartic (15). Particulars of our calculations are listed in Table 2.

Although we did not set out to do this at first, being at it, we decided to continue and compute all integral solutions of the minimal Weierstraß equation (16) as well. We were rather surprised to find no fewer than 186 of them! For these calculations we used basis \( B_1 \) of Table 2, properly transformed to fit Weierstraß equation (16) of course. Further, the LLL-reduction process, starting with initial upper bound \( M_0 = 5.04 \times 10^{144} \) and applied several times, produced reduced bounds of 62, 11, 10, 10. The concluding final search took no more than 1 hour on a 133 MHz Pentium. We first used inequality (3) to exclude all 6-tuples with at least one component absolutely larger than 6 (see the inequality trick on page 147). There is no point in listing all 28 integral solutions of (15) and all 186 integral solutions of (16): they can be reproduced without much effort at any moment, because, as it turns out, the absolute coefficients \( |m_i| \) never exceed 2. A complete list of solutions may be obtained from Stroeker’s homepage (see address at end of paper).

Here we make an important general remark about the way we carried out the final search for curves of moderately large rank. This remark particularly applies to Example 3 and the two further examples. The final search is about finding all integral \( r \)-tuples \((m_1, \ldots, m_r)\) satisfying \( |m_i| < M \) for \( i = 1, \ldots, r \) and some small value of \( M \), and for which the corresponding point (1) has integral coordinates with respect to the specific model of the elliptic curve represented by our diophantine equation. At first we thought this could easily be done by Pari or apecs, both of which have procedures for calculating linear combinations of points (1) symbolically. We were too optimistic, which we could have foreseen, since symbolic computations are extremely costly in terms of CPU time. Although Pari is much faster than apecs, both demand far too much computing time to be of much practical use for our final search computations. Therefore, we turned to the Ubasic language, which combines a very large numerical precision with fast numerical computations. We wrote a search procedure in Ubasic code in which linear combinations of rational points on the curve are calculated with floating point arithmetic to, say,
50 decimal digits precision. A point is recognized by the Ubasic code as integral if its coordinates $x, y$ (with respect to the relevant equation) differ from their nearest integers by at most $10^{-20}$. In Examples 3, 4, and 5 all prospective integral points thus detected were checked by 	exttt{apecs} and turned out to be truly integral.

**Example 4.** We consider a curve taken from the collection of Jim Buddenhagen, given by the short Weierstraß form

$$y^2 = x^3 - 20932x - 330140.$$  \hfill (17)

First, it is easy to show that this curve has trivial torsion. Next we used John Cremona’s 	exttt{mrank} to determine the rank of this curve. After running for about 20 minutes on a Sun SparcStation 4 this program proved the rank to be 7 and it produced the possible basis $B_0$ for the Mordell–Weil group (see Table 3).

Further, 	exttt{mrank} tells us that $B_0$ generates a subgroup of the Mordell–Weil group of odd index $m$. However, the upper bound of 23.34 for the canonical height of possible extra generators is too large to hope for a quick settling of the Mordell–Weil basis uncertainty about $B_0$. The least eigenvalue $c_1(B_0)$ of the Grammian height-pairing matrix happens to be extremely small, so even if we could show that $m = 1$, and consequently that $B_0$ is indeed a basis, it would not be a very good basis for our purpose. So we let 	exttt{apecs} 4.2 search for points of small canonical height with the 	exttt{Seek} command and with its parameter set to 5000. After a few minutes this turned up $B_1$, which generates the same subgroup as $B_0$, because the determinants of the Grammian height-pairing matrices of $B_0$ and $B_1$ are equal, namely $R = 1491.0120\ldots$. This $B_1$ gives a much better $c_1$-value. Again using 	exttt{apecs} we established the following inequality between the canonical and logarithmic heights:

$$h(P) - \frac{1}{2}h(P) \geq -0.69314 \text{ for all } P \in E(\mathbb{Q}).$$  \hfill (18)

Searching for points $P \in E(\mathbb{Q})$ of logarithmic height $\leq 5.5$ only takes a few seconds and produces a list of 30 points, all of which have canonical height $\geq 2.05$, except one, namely $[-18, 202]$ of canonical height $2.04754\ldots$. By (18) we deduce that any point $P$ of canonical height less than 2.0475 has logarithmic height less than 5.5. Since none was found in our search, there are no such points. Now we use Theorem 3.1 of [Siksek 1995] in a slightly adapted form, because the canonical height function Siksek uses differs from the one we use by a factor 2. This yields the following inequality for the index $m$:

$$m \leq \left( \frac{64 \cdot R}{(2 \cdot 2.0475)^2} \right)^{1/2} \leq 2.223.$$  

Since $m$ is odd, $m$ can only be 1 and this proves that $B_1$ is indeed a basis for the Mordell–Weil group.

Starting with $B_1$, we used our algorithm described in the previous section and after a brief search we found the $c_1$-optimal basis $B_2$. The corresponding $c_1$-value improves the original $c_1(B_0)$ by a factor 35! It is now a matter of seconds to produce the

<table>
<thead>
<tr>
<th>$B_0$ ($\text{mrank}$)</th>
<th>$B_1$ ($\text{apecs}$)</th>
<th>$B_2$ ($c_1$-optimal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1336, 48542]</td>
<td>[-18, 202]</td>
<td>[-16, 26]</td>
</tr>
<tr>
<td>[672, 17002]</td>
<td>[-22, 346]</td>
<td>[2849, 151871]</td>
</tr>
<tr>
<td>[656, 16378]</td>
<td>[-62, 854]</td>
<td>[232, 2702]</td>
</tr>
<tr>
<td>[528, 11654]</td>
<td>[-66, 874]</td>
<td>[-114, 758]</td>
</tr>
<tr>
<td>[280, 3970]</td>
<td>[-70, 890]</td>
<td>[-66, -874]</td>
</tr>
<tr>
<td>[-16, 26]</td>
<td>[-16, 26]</td>
<td>[-136, -34]</td>
</tr>
<tr>
<td>[24658, 3871946]</td>
<td>[-24, 398]</td>
<td>[402, -7498]</td>
</tr>
<tr>
<td>$c_1(B_i)$</td>
<td>0.01785\ldots</td>
<td>0.25397\ldots</td>
</tr>
<tr>
<td></td>
<td>0.25397\ldots</td>
<td>0.60346\ldots</td>
</tr>
<tr>
<td>$M_0$</td>
<td>$7.95 \times 10^{180}$</td>
<td>$2.10 \times 10^{180}$</td>
</tr>
<tr>
<td>$M_1 \ldots M_{\text{final}}$</td>
<td>407, 69, 66, 65, 65</td>
<td>108, 17, 15, 15</td>
</tr>
</tbody>
</table>

**TABLE 3.** Buddenhagen’s curve of rank 7, with Weierstraß equation $y^2 = x^3 - 20932x - 330140$. Three Mordell–Weil bases $B_0$, $B_1$, and $B_2$ are given. See Example 4.
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first upper bound $M_0$ for the coefficients $m_i$, for $i = 1, \ldots, 7$. After that, the reduction process produces a final bound $M_{\text{final}} = 10$. This would have been much larger, namely 65, if we had started with $B_0$, the basis turned up by Mr. Rank. Finally, we did a brute force search for all 7-tuples $(m_1, \ldots, m_7)$ in the range $-10 \leq m_i \leq 10$ with $m_1 \geq 0$, generating integral points (1) with $T_0 = \emptyset$. After running on a 133 MHz Pentium for about three days a grand total of $2 \times 88$ integral points $(x, y)$ were found.

As it happens, this final search could have been speeded up significantly if we had applied a simple but very effective trick, which we now describe; we call it the inequality trick. Note that for every 7-tuple $(m_1, \ldots, m_7)$ corresponding to an integral point (1), inequality (3) must be satisfied. The trick now is based on the heuristic observation that this inequality is rarely satisfied for points (1) with at least one large coefficient $m_i$. The reason is that the elliptic logarithms $u_i$ are more or less randomly distributed—at least we see no reason to assume otherwise—so that the linear form $L(P)$ is rarely very small. In the present example it works as follows. Suppose that $(m_1, \ldots, m_7)$ generates an integral point and let $|m_i| \geq 6$ for at least one $i$. Then, in view of (3), the absolute value of the linear form

$$L(P) = L(m_1P_1 + \cdots + m_7P_7)$$

must be bounded from above by $1.919 \cdot 10^{-7}$. Checking whether one 7-tuple $(m_1, \ldots, m_7)$ in the range $-10 \leq m_i \leq 10$ (with $m_1 \geq 0$) satisfies this condition or not is considerably less time consuming than checking the corresponding point (1) for integrality. After 7 hours and 35 minutes, a mere 1633 out of almost a billion 7-tuples passed the inequality test and the corresponding points (1) were subsequently tested for integrality. This took no more than 1 minute CPU time and revealed no integral points. The remaining search for 7-tuples in the reduced range $-5 \leq m_i \leq 5$ took only 54 minutes and produced all integral points. Consequently, the initial computing time of more than three days was shrunk to less than 8 hours. An analogous trick could have been applied to Top’s quartic curve of Example 3.

Again we omit a complete listing of all integral solutions as $\max_{1 \leq i \leq 7} |m_i| = 2$; they may be obtained from Stroeker’s homepage.

Example 5. Among the several exciting examples of elliptic curves of large rank given in [Siksek 1995], we have selected the curve of rank 8 from Example 5.3. Its minimal Weierstraß equation is

$$y^2 + xy = x^3 - 58121680130x + 5401285759982786436.$$  \hspace{1cm} (19)

This curve is due to Kretschmer [1986], but it is Siksek who proves without assuming any conjecture that its rank is 8, and who gives an unconditional Mordell-Weil basis, called $B_0$ in Table 4. Though the situation here is more advantageous than in Example 3, because the curve has 2-torsion, it was no easy matter to establish without any condition whatsoever that $B_0$ is a Mordell-Weil basis modulo torsion. It came as no surprise to us that this basis is not $c_1$-optimal. Running our $c_1$-optimal program with multiplication factor $\lambda = 1$ for this basis soon made us realize that the number of qualifying $B$-matrices is way too large. So, repeating the process of using different values for $\lambda$ and stopping as soon as we found a few good $B$’s, after a few steps turned up the free basis $B_1$ of Table 4 with improved $c_1$-value. Starting with this basis, and using $\lambda = 1$, it took approximately 5 hours on a 75 MHz Pentium to find 10 qualifying $B$’s, of which split. This produced the $c_1$-optimal free basis $B_2$.

The first reduction step was executed in 2500 digit precision, which took approximately 34 hours CPU time on a Sun Sparcstation 4; this included the time needed to calculate the $c$-values to the same precision. The final search for integral points

$$P = \sum_{i=1}^{8} m_iP_i + \varepsilon Q,$$

where $\{P_1, \ldots, P_8\}$ is the $c_1$-optimal free basis, $Q = [1402932, -701466]$ generates the torsion group, $\varepsilon \in \{0, 1\}$, and $m_i \in \mathbb{Z}$ with $|m_i| \leq 8$ for $i = 1, \ldots, 8$, would have taken a few weeks of computing time on a 133 MHz Pentium had we not applied the inequality trick mentioned in Example 4.

In the present example this trick works as follows. Assume $(m_1, \ldots, m_8)$ generates an integral point and let $|m_i| \geq 5$ for at least one $i$. Then for this point (1) (where $T_0$ is either $\emptyset$ or $Q$) inequality (3) must be satisfied with $8.09 \cdot 10^{-9}$ in the right-hand side. All 8-tuples in the range $-8 \leq m_i \leq 8$
were checked; this took almost 33 hours and of all relevant 8-tuples only 14277 with \( T_0 = \mathcal{O} \) and 14130 with \( T_0 = Q \) satisfied the required inequality. A few minutes CPU time proved that no such 8-tuple corresponds to an integral point.

It remained to search for all integral points among those corresponding to 8-tuples in the range \(-4 \leq m_i \leq 4\). This took 3 hours and 40 minutes in case \( T_0 = \mathcal{O} \) and produced 2 \( \times \) 21 integral points, and 5 hours and 43 minutes were needed for the case \( T_0 = Q \) which found another 2 \( \times \) 13 \( + \) 1 integral points. The factor 2 is explained by the fact that for any point \((x, y)\) on (19), \((x, -x-y)\) is also a point different from \((x, y)\), except when \((x, y) = Q\). All integral solutions satisfy \( \max_{1 \leq i \leq 8} |m_i| = 1\); for a complete listing see the first author’s homepage.
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