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Predicting polymer dynamics at multiple length and time scales
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Soft condensed matter, involving such diverse systems as synthetic or biological macromolecules to

colloids, is a fast growing research area due to its scientific and technological relevance. Beyond

scaling theories of simple model systems the dynamics and rheology of complex fluids have been

extensively studied through various experimental techniques and computer simulations. While these

techniques typically address a single dynamic quantity it is a challenge to develop simulation

methodologies that can directly access different dynamic quantities as well as a broad range of length

and time scales of specific systems. Here we present a hierarchical simulation approach to overcome

these problems. We predict polymer dynamics over a broad spectrum of length and time scales

ranging from segmental relaxation on the monomer level to long time chain diffusion. As an example

we study various dynamical modes of atactic polystyrene melts of molecular weights relevant to

polymer processing (up to 50,000 g/mol) without any adjustable parameter and compare the results to

experiments.
1 Introduction

Soft condensed matter systems are complex fluids of amazing

diversity, ranging from polymers to colloids, emulsions, surfac-

tants, etc. and varying in their applications over a range of industrial

systems such as plastic coatings, foodstuff, biological materials,

cosmetics, etc. A common characteristic of all these systems is that

they possess structural, mechanical, and rheological properties that

are intermediate between ordinary liquids and solids, i.e. they are

viscoelastic fluids.1 The dynamics of such systems, is a prototypical

soft matter problem and has attracted considerable experimental

and theoretical attention for many years.1–6

However, despite its huge technical and scientific relevance,

a direct quantitative link between chemical structure at the

molecular level and measurable dynamic quantities (like

segmental correlation or diffusion constants) over a broad range

of length and time scales is still missing. Such a knowledge would

be especially important for processing which is dominated by

rheological properties. This is a situation, where well tailored

computer simulations could be of significant help.

On the microscopic level, detailed atomistic molecular

dynamics (MD) simulations allow quantitative predictions of the

dynamics of simple polymers, like polyethylene and poly-

butadiene, over a broad range of time scales.7–10 Polymers like

poly(methyl methacrylate), and poly(vinyl acetate) with rather

low molecular weights have also been studied with atomistic MD

simulations but for rather shorter time scales of about 10�8 s.11–13

However, due to the broad spectrum of characteristic lengths and

times involved in polymeric systems, it is not feasible to apply

them to systems of a more complex chemical structure and with

high molecular weight. On the mesoscopic level, coarse-grained
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(CG) molecular dynamics and Monte Carlo simulations have

proven to be very efficient means to study the dynamics of long,

entangled simple model polymer systems.4,14 Coarser particle

models, where the chemistry takes place through some phenom-

enological parameters, have also been developed.15–17 The

parameters characterizing such models are usually obtained by

fitting of a dynamic quantity to experimental data and suffer from

the fact that they cannot be directly linked to microscopic details.

The general challenge for soft condensed matter simulations is

the development of methodologies that can directly study

a broad range of length and time scales of specific systems

without adjustable parameters and by that become truly

predictive. For this reason several structure-based CG models

have been employed to study specific polymer systems,18–26 where

groups of chemically connected atoms are lumped into ‘supera-

toms’. The direct link to the chemistry, in structure-based CG

models, is maintained through effective bonded and non-bonded

temperature dependent potentials (more precisely free energies),

which are obtained by averaging over microscopic details of the

underlying atomistic models. By doing that structural properties

of polymeric systems are described quite well. But such CG

simulations cannot be used for a direct quantitative study of

dynamics because the intrinsic time scale of the CG model is not

the same as that of the underlying chemical system. The reason is

that due to the reduced degrees of freedom in the CG description,

the friction between the CG beads is significantly reduced

compared to what it would be if the monomers were represented

in full atomistic detail. To overcome this limitation the ratio

between the CG time scale and the time of the underlying

chemical system has to be derived from experiments or atomistic

simulations.19,21–27 However a direct comparison of the resulting

dynamics without resorting to experimental input, both at the

segmental level and for the long-time chain diffusion, is still

missing.

In this paper we present a hierarchical methodology that

combines dynamic simulations, on different length and time
This journal is ª The Royal Society of Chemistry 2009



Fig. 1 Coarse-grained mapping scheme for PS: one monomer is mapped

to two different CG beads (sA ¼ 4.1 Å, mA ¼ 27 amu and sB ¼ 5.2 Å,

mB ¼ 77 amu).24 CG bonds are shown with thick dashed lines.
scales. This approach allows us to predict through CG simula-

tions, not only qualitatively, but also quantitatively, the

dynamics of polymer systems of molecular weight relevant to

polymer processing without any adjustable parameters, for

a very broad range of length and time scales.

As an example the whole methodology is applied in atactic

polystyrene (PS), which has been extensively studied in the past

through experiments (see for example ref. 3, 28–32 and references

within) and is one of the most important polymer materials. CG

MD simulations have been performed using a CG representation

for PS that does not lose too many structural details, i.e. one PS

monomer is mapped onto two effective coarse grained beads24

(see Fig. 1). Using this CG model the overall speed-up that can be

achieved compared to atomistic simulations, due to the larger

integration time step, the reduced degrees of freedom and the

smoother interaction potentials, is about four orders of magni-

tude,27 allowing the study of well equilibrated long chain melts.
2 Simulation methodology

In order to derive a time scaling factor S between different

models we match the mean square displacements of the mono-

mers in amplitude and slope. Both are important, since the

motion characteristics of the different models coincides only

above a characteristic length scale. Here we use a three level

ansatz which combines all-atom (AA), united atom (UA) and

CG MD simulations in order to fully describe the dynamics of

short and long polymer chains, which therefore also exhibit

different melt densities affecting the friction as well. First,

detailed all atom simulations, are performed for short PS chains

(M ¼ 1 kDa ¼ 1000 g/mol, only 10 repeat units) since only for

such small chains reliable data for the mean square displacement

of the monomers can be obtained with all-atom MD simulations.

Then, united atom MD simulations, where hydrogens are lum-

ped together with the carbons, defining new CHx united atoms,

for various systems, with molecular weight from 1 kDa to 10 kDa

are performed. Beyond that CG models are used, which however

do not reproduce the motion patterns down to length scales of

the order of one or two monomers.

The molecular dynamics package GROMACS33 was used to

perform all the atomistic (AA and UA) MD simulations. Initial
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well-equilibrated atomistic polymer melts are obtained by back-

mapping CG melts.23 All simulations have been performed at

constant temperature and volume (NVT ensemble) at experi-

mental densities.27,34 CG MD simulations have been performed

using a CG model for PS in which one PS monomer is mapped

onto two effective coarse grained beads, i.e. a 2:1 model24 (see

Fig. 1). CG bead ‘‘A’’ corresponds to the CH2 of a PS monomer

plus the half mass of each of the two neighboring CH groups

along the chain backbone, whereas CG bead ‘‘B’’ is the phenyl

ring. CG interactions have been developed by employing

a structure-based CG methodology that combines atomistic and

CG simulations.24 This model does not lose too many structural

details in comparison to all atom systems, while still being very

efficient compared to atomistic simulations. Various mono-

disperse atactic PS melts, with molecular weight from 1 kDa up

to 50 kDa, at T ¼ 463 K have been studied with CG MD

simulations. Note that the characteristic molecular weight Me for

the formation of entanglements for atactic PS is about 15 kDa (at

T ¼ 463 K).32 The size of the simulated box varies from 96.4 �A to

162.26 �A. The chosen temperature is a typical process tempera-

ture for PS. CG MD simulations are performed in dimensionless

LJ units using mA to scale all masses, sAV ¼ (sA + sB)/2 to

scale all lengths and 3 ¼ kT to scale all energies. All CG MD

simulations are performed using the ESPResSO package35 with

a time step Dt ¼ 0.01 s, with s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mAs2

AV=3

q
, for times between

1� 104 s and 3� 106 s depending upon the system size. For more

details about the atomistic and the CG simulations as well as the

simulated PS melts see ref. 27.
3 Time mapping

The problem of time scales can be discussed in terms of local

(monomeric) friction coefficients. For both the Rouse as well as

the reptation model the local motion is governed by a scalar

friction coefficient z, so that the melt viscosity h f z and the

chain diffusion constant D(N) f z�1. For modelling of a polymer

melt this bead friction depends on the specific model used to

represent the polymer. The softer CG potentials result in

a significantly reduced effective friction coefficient, zCG, between

beads compared to the friction coefficient in the all-atom

description, zAA, which is closest to the experimental situation. As

a consequence the time in the CG dynamics simulations is that of

the CG model and has to be properly scaled to reproduce an

experiment.

The proper time scaling of the CG data can be obtained, by

employing the AA-UA-CG hierarchy, as follows: the united

atom data are used in order to obtain the time scaling factor

SUA–CG(M). Then the UA results are calibrated by all atom

simulations, however only for much shorter times, resulting in an

additional scaling factor SAA–UA(M). The time scaling param-

eter, which is the ratio of the effective bead frictions in the

atomistic and the CG description, is given by

S(M) h zAA/zCG ¼ SAA–UA(M)$SUA–CG(M) (1)

Note that here S is a scalar quantity because we are studying

polymer melts at equilibrium, which can be described by a scalar

friction. For multi-component systems or polymers far beyond
Soft Matter, 2009, 5, 3920–3926 | 3921



Fig. 2 Time scaling of the CG simulations using UA data and of the UA

simulations using atomistic data for a PS melt (M ¼ 1 kDa, T ¼ 463 K),

based on the motion of the polymer beads.

Fig. 3 Time mapping of the CG simulations of the PS melts using UA

and AA data, and density as a function of molecular weight (T ¼ 463K).
equilibrium, S can be a tensor; however the methodology

proposed here can also be followed for such systems.

Because the local energy landscape is quite complex and

strongly fluctuating it is not possible to give a reasonable

analytical prediction of S. Therefore, S should be obtained using

data taken either from atomistic simulations or directly from

experiments. Here we resort entirely to simulation input and later

on compare the outcome to experiments. We use data from

atomistic MD simulations and match the mean square

displacement (MSD) of chain beads over a considerable time,

where both amplitude and shape coincide. This provides direct

insight into the length scales the particular CG simulation can be

used for. First we examine the time mapping of the CG data

based on the UA MD simulations. Fig. 2 shows the mean

square displacements averaged over all beads i of the CG model

and the correspondingly analyzed UA model (circles), g1(t),

g1(t) ¼ {h(ri(t) � ri(0))2i}hii, with h i denoting ensemble average,

from UA MD and CG MD simulations for a specific PS melt

(1 kDa, T ¼ 463 K). The scaling factor, SUA–CG, in order to

match the two curves on top of each other in the long time

regime, is SUA–CG(M¼ 1 kDa)¼ 3.1 ps/s. With this scaling factor

both curves coincide above a distance of about 8 �A and a corre-

sponding time of about 100 ps. Below that distance and time the

coarse graining results in a different shape of the curve, illus-

trating that a mere crossing of the curves is not sufficient to

determine S and the minimal time and length of applicability of

the CG simulations for PS. The possibility of already accurately

describing the motion of a PS chain above about 8 �A is one of the

advantages of the present CG model that was chosen to be close

to the atomistic structure.

In general SUA–CG depends on molecular weight and density,

which depends on M (chain end free volume effect), as shown in

Fig. 3 (B) for the systems studied here by both UA MD and CG

MD simulations. As we can see SUA–CG varies in the short length

regime (up to about 50 monomers), ranging from 3.1 ps/s to

about 6.0 ps/s, and then it remains constant. This is in phase with

the observed change in density, which varies from 0.925 g/cm3 for

1 kDa to about 0.97 g/cm3 for the 10 kDa and higher molecular

weight melts (see Fig. 3).34 At high molecular weights (above

10 kDa) the change in the polymer dynamics is entirely due to the
3922 | Soft Matter, 2009, 5, 3920–3926
increase of the molecular weight. On the other hand, in the short

length regime the density effect is very important. The latter one

is not being described accurately in the CG model, resulting in

a dependence of S on the density (and on the molecular length).

The important result of Fig. 3, is that a single value for the time

scaling parameter S is appropriate to describe the dynamics of

long polymer chains. However the UA model itself includes some

minor coarse graining and in the case of the here employed

TraPPE-UA PS model this is known to result in an accelerated

dynamics compared to the all-atom system.27 Applying the same

procedure as above, but now for the two models exhibiting

different levels of atomistic detail, leads to the result shown in

Fig. 2 (,). Though qualitatively similar, there is a remarkable

difference. As Fig. 2 displays the two sets of data already

perfectly match from a distance above about 4 �A, corresponding

to the size of about a phenyl ring. Only this close match at such

a short distance allows us to determine SAA–UA(M) from

rather short simulations. For the example of Fig. 2 we arrive at

SAA–UA(M ¼ 1 kDa) ¼ 35, resulting in SAA–CG(M ¼ 1 kDa) ¼
110 ps/s. Because of the computational efficiency of the inter-

mediate TraPPE UA model we are able to determine the time

scaling factor with its full chain length dependence, as shown in

Fig. 3 (squares). Note the similar qualitative but the large

quantitative difference between SUA–CG(M) and SAA–CG(M).

A possible shortcut for future applications follows from the

observation that the variation of S closely follows the chain

length dependent density change. This is in line with the entropy

induced higher free volume of the chain ends and the concept

that two melts with the same density would be expected to have

the same monomeric friction coefficient (at fixed temperature).3

Therefore by performing the time mapping for the short chain

system but at the density of the longer chains one also can obtain

a reliable estimate of SAA–UA.27 If we follow either procedure the

combined time mapping SAA–CG(M), shown in Fig. 3, varies

between x 110 ps/s (for the 1 kDa system) and x 700 ps/s for the

high (10 kDa and above) molecular weight (polymeric) regime.
4 Dynamics structure factor

An important question is whether a single time mapping, based

on only one dynamic quantity, namely the mean square

displacements of the beads, can describe other dynamic modes of
This journal is ª The Royal Society of Chemistry 2009



the macromolecules. Experiments addressing different dynamic

modes are typically performed on different samples or at

different temperatures, making a direct comparison rather diffi-

cult. From simulation trajectories however we can calculate

rather different properties for the very same ‘‘samples’’. To

examine this we first compare results, concerning the mobility of

polymer segments at various length and time scales, from the two

levels of description, i.e. the microscopic (all-atom) and the CG

one. One standard way to examine the dynamics of multiple

length scales is the time dependent dynamics structure factor,

S(q, t), as measured by neutron spin echo (NSE) sprectroscopy.36

The single chain intermediate dynamic structure factor of an

isotropic (melt) sample can be calculated through:2

Sðq; tÞ ¼
X
nm

D
sin½qrnmðtÞ�=qrnmðtÞ

E
(2)

where rnm(t) is the magnitude of the displacement vector between

chain segments n,m, i.e. rnm(t) h |rnm(t)| ¼ |r(n, t) � r(m, 0)|, with

n and m belonging in the same chain, and can be determined

directly from the simulation trajectories.

Fig. 4 shows the normalized single-chain dynamics structure

factor obtained from the all-atom (full lines) and the CG

(symbols) MD simulations, using eqn 2, for the short chain

system (1 kDa at T ¼ 463 K). Various values of the scattering

vector q are reported (0.04, 0.1, 0.5 Å�1), providing direct insight

in the mobility of different length scales inside the polymer chain

without any fitting parameter. Various observations are impor-

tant in Fig. 4. First, the agreement between the CG and the all-

atom data for the smaller value of q vector (q ¼ 0.04 Å�1), which

corresponds to the motion of longer segments, i.e. the whole

chain for the present case, reported here, is excellent in the whole

spectrum of times, i.e. for all times above a few ps. The same is

also true for the intermediate value of the q vector (q ¼ 0.1 �A�1).

Note that error bars in the atomistic curves are essentially zero in

the short time regime whereas in the long time regime they are

much larger (shown with symbols). Data for S(q,t)/S(q,0) for the

largest scattering vector, (q ¼ 0.5 �A�1) (>, green line), corre-

spond to rather short distances of the order of two to three

monomers. Differences between the CG and the all-atom
Fig. 4 Single-chain dynamic structure factor S(q, t)/S(q, 0) of a short

polymer melt from all-atom (lines) and CG (symbols) MD simulations.

The scattering vectors q are 0.04 (B), 0.1 (,) and 0.5 (>) Å�1

(M ¼ 1 kDa, T ¼ 463 K). The dashed lines are the Rouse predictions.
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dynamics occur, as expected, for short times, whereas for longer

times the agreement between the two sets of data is excellent.

In Fig. 4 we also added the predictions of the discrete Rouse

model, which assumes that segmental displacements follow

a Gaussian distribution.2,8 For small and intermediate values of

q the 1 kDa polymer melt follows relatively well the Rouse

model, i.e. predictions are in very good agreement with the

simulation data for all times. The dynamics of large q vectors (or

smaller distances) shows clear deviations from the theoretical

curve, i.e. Rouse predictions decay much faster than simulation

data. This is not surprising since the Gaussian approximation is

not valid for such small segments and strong deviations from the

Rouse picture are expected.

Fig. 5 shows S(q, t)/S(q, 0) for a high molecular weight

entangled PS melt (50 kDa at T ¼ 463 K) for various values of q

vector (0.01, 0.05, 0.1 Å�1). Again we compare the CG MD

simulation data to the prediction from the Rouse model. The

bead friction for the Rouse model is taken from the plateau value

of the molecular weight dependence. Systematic deviations

between the simulation results and the Rouse predictions are

observed. These deviations are to be expected and it is a clear

indication of the onset of entanglements. This can be better

shown in the inset of Fig. 5 where ln(S(q, t)/S(q, 0)) vs. q2t1/2/6 is

presented. Note that according to the predictions of the Rouse

model ln(S(q, t)/S(q, 0)) vs. q2t1/2/6 shows a constant decay rate,

which is related directly to the Rouse time mean square

displacement of the polymer melts.2 The plateau regime for the

0.1 �A�1 q vector at high q2t1/2/6 values is a clear indication of

reptation behavior. The plateau value of ln(S(q, t)/S(q, 0)) gives

a tube diameter of about 60–80 Å, in good agreement with the

value calculated from primitive path analysis of the same CG PS

melts (see ref. 27). Note finally that the time scales reported in

Fig. 5 (up to about 10�3 s) are not accessible by neutron spin echo

experiments. Thus the proposed CG MD methodology can be

directly used as a tool for predicting quantitatively polymer

dynamics at such long time scales.
Fig. 5 Single-chain dynamic structure factor S(q, t)/S(q, 0) of an

entangled polymer melt from CG MD simulations (symbols). The scat-

tering vectors q are 0.02 (B), 0.05 (,) and 0.1 (>) Å�1 (M ¼ 50 kDa,

T¼ 463 K). Dashed lines are the predictions of Rouse model. In the inset

ln(S(q, t)/S(q, 0)) vs. q2t1/2/6 is shown.
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5 Segmental dynamics

The main advantage of the hierarchical methodology proposed

here, is that a very broad range of dynamic modes, from

segmental-monomeric correlation to long time chain diffusion,

can be calculated without any adjustable parameters from

a single CG dynamics run. As we have seen above for the

dynamics structure factor, atomistic and CG MD simulations

data are in excellent agreement and complement each other to

cover a very broad range of length and time scales. To prove the

quantitative predictive capabilities of our procedure, the obvious

question is how well does this describe experimental systems?

First, we study the segmental dynamics of polymer chains. A

common way of studying segmental relaxation is by calculating

a time correlation function of a vector, vb, representing a chem-

ical bond or a bond vector within a monomer. The reorientation

of such a vector can be studied by considering ensemble-averaged

Legendre polynomials, Pl(t), of the inner product of the unit

vector of vb. The most common used one is the second Legendre

polynomial:

P2(t) ¼ ½(3hcos2q(t)i � 1) (3)

where q(t) is the angle of a vb bond at time t relative to its original

position, which can be fitted to a Kohlrausch-Williams-Watts

(KWW) stretched-exponential function:

P2(t) ¼ A exp[�(t/sKWW)b] (4)

Here sKWW is a characteristic relaxation time, b the stretch

exponent and A a pre-exponential factor that takes into account

relaxation processes at very short time scales. The segmental

correlation time sseg,c is defined as the integral of P2(t)/P2(0), i.e.

sseg; c ¼
sKWW

b
G
�
b�1
�

(5)

with G(x) being the gamma function.

Experimentally nuclear magnetic resonance (NMR) experi-

ments measure the spin–lattice relaxation time, which can be

directly related to the reorientation of the C–2H bond. Here we

examine the segmental dynamics of the atactic PS melts, as
Fig. 6 Segmental correlation times from NMR experiments37 and CG

MD simulations for three different molecular weights.

3924 | Soft Matter, 2009, 5, 3920–3926
predicted from the CG MD simulations, using as vb the vector

connecting the two ‘superatoms’, i.e. the ‘‘A–B’’ bond

(see Fig. 1). The ‘‘A–B’’ vector P2(t) autocorrelation functions

are fitted with the KWW equation and sseg,c is calculated through

eqn 5. Note that a numerical calculation of the P2(t)/P2(0) inte-

gral gives similar results. If the CG bond displays the same

rotational relaxation behavior as the C–H bonds, NMR experi-

ments and P2(t) from the simulation should arrive at the same

sKWW. In Fig. 6 we compare the CG MD results with NMR

data.37 NMR data for three different molecular weights, obtained

at different temperatures, are shown with lines. The relaxation

times from the CG MD simulations, sseg,c, (at T ¼ 463 K), for

similar molecular weights, are shown with symbols. The good

agreement between the CG and the experimental data clearly

shows that first, our CG model, which is still close to the

chemistry, can directly used predict relaxation modes of bond

vectors with characteristic times of only about 0.1–1 ns and

second, the time scaling obtained from mean square displace-

ments of the beads, applies here as well without any further

fitting. This simultaneous prediction of two different dynamic

modes, i.e. translational (mean square displacement of beads)

and segmental orientational (bond decorrelation) dynamics, can

be used to predict dynamic quantities obtained from different

experimental techniques. Note that the systems studied here are

polymer melts. Whether the same time mapping will also describe

both orientational and translational motion at lower tempera-

tures close to Tg is still an open question, which also depends on

the type of the local orientation motion being studied. Naturally,

side group motions which are not directly related to the back-

bone might not described properly in our CG simulations since

the benzene ring is modeled as a sphere. But we believe that local

orientations of vectors along the backbone, such as the one used

here, can also be described properly by the model at lower

temperatures. This will be the subject of a future work.
6 Self-diffusion coefficient

Ultimately, the long time diffusion of the polymers is relevant for

many processing properties. Thus in order to have a complete

comparison of the predicted polymer dynamics with available
Fig. 7 Self-diffusion coefficient of PS melts as a function of the molec-

ular weight from CG MD simulations (open squares) and experimental

data (C,29 A,30 :.31) (T ¼ 463K).

This journal is ª The Royal Society of Chemistry 2009



experimental data we also present the self-diffusion coefficient,

D, as calculated from the MSD of the chain center-of-mass and

has been discussed in detail elsewhere.27 Data for the self-diffu-

sion coefficient of the CG PS melts as a function of the molecular

weight (,) are shown in Fig. 7 and are compared to experi-

mental data (full symbols).28–30 Experimental data of ref. 30 are

corrected for the different temperature using the temperature

dependence reported in ref. 30. Both simulation and experi-

mental data are not corrected for the chain end free volume. The

range of molecular weights (up to 50 kDa) spans the regime from

unentangled to fully entangled PS melts.3

The results show a remarkable qualitative and quantitative

agreement between the experimental and the simulated diffusion

coefficients (see Fig. 7). This is of particular importance

considering that results from the CG dynamics simulations are

compared to experimental data, by using only detailed atomistic

simulations for a few reference short-chain systems, without any

adjustable parameters. The larger deviation between the simu-

lation and the experimental data in the short length regime most

probably is due to the effect of the (small) polydispersity of the

experimental data (I x 1.04). In these short chains the presence

of even a small amount of PS oligomers acts like a lubricant,

reducing the friction.

The length and time scales involved in the dynamics of the

polymer systems studied here vary over a very broad range: on

the one hand the segmental relaxation on length scales of about

0.5 nm (length of the ‘‘A–B’’ bond) corresponds to times of about

0.1–1 ns. On the other hand the end-to-end vector of the higher

molecular weight PS chains (50 kDa) is about 14 nm, and their

diffusion coefficient of the order of about 10�11 cm2/s (at T¼ 463 K).

This results into a relaxation time of the whole chain, i.e.

decorrelation of the end-to-end vector, sd (according to reptation

theory sd ¼ hR2i/3p2D2) of about 6.0 ms. The broad spectrum of

length and time scales studied here is orders of magnitude beyond

that which can be modelled with atomistic molecular dynamics

simulations. Furthermore the direct study of such scales from

a single dynamics run is also a characteristic of the proposed

methodology, to be distinguished from more coarser models. In

addition, in the mesoscopic description it is much easier to obtain

well equilibrated chains of high molecular weight, compared to

the atomistic one.24,38
7 Conclusions

In conclusion, we present a hierarchical simulation approach

that combines dynamic simulations on different length and time

scales. Mapping over a small range of molecular lengths, using

atomistic and united-atom simulation data, shows that the time

mapping parameter S varies as a function of chain length

induced by different melt densities. The asymptotic plateau value

of S can be used for scaling the CG dynamics results of longer

polymeric chains, where it is not possible to have reliable

atomistic data at all.

A key point in the proposed methodology is that the CG model

is still close to the chemistry. Thus CG simulations can describe

properly all the length scales only above about 0.5–1 nm and time

above a few hundreds of ps. Furthermore the multi-scale nature

of the proposed scheme, combined with a back-mapping proce-

dure, allows to study time scales ranging from a few fs up to ms
This journal is ª The Royal Society of Chemistry 2009
(about 12 orders of magnitude) by MD simulations and to

compare directly to or predict experimental data without any

adjustable parameters.

This opens up the way for simulation studies that can be used

for quantitative predictions of the dynamics and the rheology of

complex systems within the M regime relevant to the polymer

processing, for a very broad spectrum of length and time scales.

The proposed computational approach is very general and can be

directly extended to other polymer chemistries by properly

choosing a structure-based CG model, which reproduces struc-

tural properties for length scales of about 0.5–1 nm and larger.

Furthermore it can be extended for studying different systems

such as biological macromolecules, non-equilibrium polymer

melts, polymers at temperatures near to Tg, or polymer/solid

interfacial systems. For such systems the nature of the friction

might not allow a renormalization in time with a scalar quantity.

However molecular dynamics simulations could be used for the

calculation of the entire friction matrix, and the time mapping

factor becomes a tensor. Then the methodology proposed here

can also be followed with S being a tensor.
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