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ABSTRACT: We present a detailed comparison of the segmental and chain dynamics of an atactic
monodisperse polystyrene (molecular weight 1800 g/mol) (a-PS) studied by hierarchical multiscale molecular
dynamics (MD) simulations, with an atactic polystyrene (Mn = 1644 g/mol, polydispersity index 1.14)
investigated by dielectric spectroscopy, rheology and differential scanning calorimetry. TheMD simulations,
performed at three temperatures (403, 433, and 463 K), can capture the temperature dependence of the
segmental and terminal relaxations in good quantitative agreement with experiment, taking into account the
uncertainties in the development of the atomistic force field. In addition, ring and backbone segmental
dynamics are studied by analyzing time-correlation functions for various bond vectors in the monomer level.
MDsimulations at elevated pressures (40 and 60MPa)were also in good agreementwith experiments probing
the pressure-dependent glass temperature.

1. Introduction

Accurate knowledge of the local and global polymer dy-
namics1,2 as a function of temperature and pressure is important
for technological applications, since they dictate the processability
and the final mechanical and electrical properties of polymers.
Therefore, efforts to obtain andultimately predict these properties,
either through experimentalmethods or theoretical and simulation
approaches, have attracted considerable interest over the years.1-5

Recent experimental efforts have addressed the origin of the
freezing of the dynamics at the liquid-to-glass temperature by
decreasing temperature or increasing pressure. One such approach
emphasized the importance of monomer volume and local
packing6 whereas other approaches proposed7-11 a thermody-
namic scaling of the dynamics on temperature and density. Of
central importance in these experimental efforts has been the
application of pressure, since it can be applied isothermally, thus
affecting only the density.

In addition to experiments molecular dynamics (MD) simula-
tions provide an excellent tool for investigating polymer dynamics
as a function of temperature and pressure at various length scales.
Thus, over the past years, several attempts have been made to
exploit MD trajectories for simplified generic, coarse grained or
even atomistic models and calculate relaxation times both at the
segmental and at the end-to-end distance level.12-31 In MD the
segmental dynamics is usually studied through the time-decay of
autocorrelation functions of various quantities, such as dihedral
angles, dipolar moments, C-H bond vectors which then can be
directly compared with experimental probes (NMR, dielectric
spectroscopy (DS)).

Boyd and collaborators12,13 were the first to report simulation
results for the effect of pressure, and temperature, on the
thermodynamic and structural properties of polyethylene (PE)

by performing MD runs. They studied a single PE chain, which
folded back into the original box via periodic boundary condi-
tions in order to reach melt density. Other simulation studies of
pressure effects on the dynamics of amorphous polymers include
the MDworks of Hotston et al.14 and Smith and co-workers15,16

on the segmental relaxation of PE and 1,4-polybutadiene (PB)
respectively, andofYang et al.17 on the glass transitionof amodel
polymer through isobaric or isochoric cooling. Segmental dy-
namics at ambient atmospheric pressure of different polymers
have also been exploited through atomistic MD simulations.
These studies include the local structure and the local reorienta-
tion dynamics of C-H bonds in trans-polyisoprene oligomers,25

the local dynamics of amiscible blend of cis-1,4-PI with 1,2-PB,24

and the dynamics of atactic polypropylene.21 In addition to
temperature, pressure effects on the structure and dynamics were
studied in cis-1-4 PB.22

Atactic polystyrene has also been investigated by simulations.
The segmental dynamics in atactic polystyrene with molecular
weight of 2200 g/mol was recently studied by MD simulations at
three temperatures and the results were compared with NMR
spin-lattice relaxation experiments.17 The simulated segmental
relaxation times were slower by a factor of 1.8, however the
comparison indicated a qualitative agreement of the shape of the
P2(t) orientation autocorrelation function as probed by MD and
experiments. In addition, united atomMD simulations have add-
ressed the segmental dynamics and the issue of dynamic hetero-
geneity near the glass transition temperature for short atactic
polystyrene chains.26,27

With MD simulations usually only oligomeric systems (i.e.,
low molecular weight polymers) can be investigated in all-atom
detail and, even then, for a rather limited range of temperatures
and pressures. The reason are difficulties arising from the wide
spectrum of time- and length-scales characterizing their structure
and associated dynamics. To overcome these difficulties, coarse
grained (CG) dynamic simulations have been developed. Such
CGMD simulations are capable of exploiting a broader range of
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time- and length-scales due to the simpler models and bead
interactions as compared to the more detailed all-atom ones.
For this purpose various coarse-grainedmodels have beenused in
studying the dynamics of bulk polymers, varying from simple
bead-spring models29-31 to more detailed, systematically ob-
tainedCGmodels, that allow a quantitative study of the structure
and dynamics of specific polymeric systems (see, for example, refs
4, 5, 29, and 32-35 and references within).

Despite recent progress made with the aid of various MD
simulation methods and experiments, an in-depth understanding
of the molecular mechanisms governing the (multiple) relaxation
processes of polymers, is still lacking. In particular, a comparison
of the local segmental and chain dynamics as deduced from
simulations and experiments at temperatures and pressures that
are typically encountered during processing is a necessity for
understanding—and ultimately predicting—properties of poly-
mers. Multiscale simulation approaches combined with experi-
mental methods with the capability of probing the dynamics at
the molecular level are best suited for this purpose.

Here we present such amethodology that combines systematic
multiscale simulation methods and experimental techniques for
understanding the dynamics of atactic polystyrene (a-PS). The
polymer dynamics is examined both at the submonomer and end-
to-end distance level. At the same time the temperature and the
pressure dependence of the segmental dynamics is studied and
compared with the results from dielectric spectroscopy, rheology
and differential scanning calorimetry made on the very same
sample. In addition, the results of the equation-of-state, obtained
frompressure-volume-temperaturemeasurements, are employedas
a guide for the MD simulations. Overall the main goal of the
presentwork is to provide a direct comparisonof the segmental and
terminal dynamics from simulation and experiments (DS,
rheology) at atmospheric pressure and, for the first time, of the
segmental dynamics at elevatedpressures. Thepaper is organized as
follows. In the first two sections, a brief overview of the experi-
mental techniques aswell as of the atomistic and the coarse-grained
simulations is given. Results on the relevant thermodynamic
properties and comparison of the dynamics as probed by MD
simulations and experiments are presented in section 4. Finally, our
findings and conclusions are summarized in section 5.

2. Experimental Methods

2.1. Sample. The PS sample, synthesized by J. Thiel inMainz,
hadMw=1870 g/mol,Mn=1644 g/mol giving a polydispesrity
of Mw/Mn = 1.14. The glass temperature was at 334 K as
determined by differential scanning calorimetry (DSC) at a
heating rate of 10 K/min (from the second heating circle) with
a heat capacity step, Δcp, of Δcp = 0.32 J/gK.

2.2. Pressure-Volume-Temperature (PVT). Pressure-
volume-temperature measurements were made using a fully
automatedGNOMIXhigh-pressure dilatometer. About 1 g was
used in themeasurements. First, we performed runs by changing
pressures from 10 to 200 MPa in steps of 10 MPa at constant
temperatures (i.e., under “isothermal” conditions) from 293 to
433 K. Subsequently, measurements were made by heating/cool-
ing experiments with a rate of 1 K/min at different fixed pressures
(i.e., under “isobaric” conditions) in the range from10 to200MPa.
The 0.1MPa data were obtained by extrapolation from the higher
pressures. The data from the “isothermal” measurements are
shown in Figure 1 for the different pressures. The V(P,T) data
can be parametrized according to the Tait equation

VðP,TÞ ¼ Vð0,TÞ 1- 0:0894 ln 1þ P

BðTÞ
� �� �

ð1Þ

where,V(0,T)= (0.8165þ 4.5� 10-4T) (V in cm3/g,T inK) is the
specific volume at atmospheric pressure and B(T) = (446 MPa)

exp(-0.00029T) (T in K) are the parameters in the liquid melt
state. In the glassy state, the following parameters were employed:
V(0,T) = (0.9486þ 5� 10-5T) (V in cm3/g, T in K) and B(T) =
(212.5 MPa) exp(0.00046T) (T in K). The glass temperature, at
each pressure, was determined by extrapolating the V(P) depen-
dencies below and above the “transition” and the resulted glass
temperatures (Tg) are plotted as an inset to Figure 1.

2.3. Dielectric Spectroscopy (DS). Dielectric measurements
weremade under isobaric (atmospheric pressure) conditions as a
function of temperature at different temperatures in the range
123.15-423.15 K and for frequencies in the range from 10-2 to
106 Hz. The complex dielectric permittivity ε*= ε0 - iε00, where
ε0 is the real and ε0 0 is the imaginary part, was obtained as a
function of frequency ω and temperature T, i.e., ε*(T,ω).36 The
analysis of the T- dependent experiments was made using the
empirical equation of Havriliak and Negami (HN):

ε�ðT ,P,ωÞ ¼ ε¥ðT ,PÞþ ΔεðT ,PÞ
½1þðiωτHNðT ,PÞÞm�n þ

σ0ðT ,PÞ
iεfω

ð2Þ

where ε¥(T) is the high frequency permittivity, τHN(T) is the
characteristic relaxation time in this equation, Δε(T) = εo(T)-
ε¥(T) is the relaxation strength,m, n (with limits 0<m,mne 1)
describe, respectively, the symmetrical and asymmetrical broad-
ening of the distribution of relaxation times, σo is the dc-
conductivity and εf is the permittivity of free space. From τHN,
the relaxation time at maximum loss, τmax, is obtained analyti-
cally following

τmax ¼ τHN

sin
πm

2þ 2n

� �

sin
πmn

2þ 2n

� �
2
6664

3
7775

- 1=m

ð3Þ

Some representative dielectric loss spectra are shown in
Figure S1 of the Supporting Information. In DS, the quantity
that is probed is the fluctuation of the weak dipole moment
associatedwith styrene (∼0.12D)with a direction perpendicular
to the backbone.36 Subsequently, the DS spectra (Figure S1,
Supporting Information) were analyzed using eq 2 and the
relaxation times at maximum loss were extracted. From the

Figure 1. Specific volume as a function of temperature for different
pressures in the range from 10 to 200 MPa, obtained from PVT
measurements. The lines represent linear fits to temperatures below
and above the liquid-to-glass temperature and the latter is obtained
from their intersection. Inset: Glass temperature as a function of
pressure. The line is a fit to eq 5.
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shape parameters m and n, the single Kohlrausch-Williams-
Watts (KWW) exponent βwas obtained following37 β=[mn]1/1.23,
that is based on the following constraint on m and n: n = 1 -
0.812(1 - m)0.387.

2.4. Rheology. An advanced rheometric expansion system
(ARES) equipped with a force-rebalanced transducer was used
in the oscillatory mode. Depending on the temperature range two
transducers were used with 2000, 2 g 3 cm and 200, 0.2 g 3 cm upper
and lower sensitivity, respectively. The sample was prepared on the
lowerplate of the10mmdiameterparallel plate geometry setupand
heated under a nitrogen atmosphere until it could flow. Subse-
quently, the upper platewas brought into contact, the gap thickness
was adjusted to 1 mm, and the sample was slowly cooled to the
desired starting temperature. For the lower temperatures investi-
gated (near the glass temperature) plates with 6 mm diameter were
employed. The storage (G0) and loss (G00) shear moduli were
monitored in different types of experiments. These experiments
involved isothermal frequency scans for temperatures in the range
329-373Kand for frequencies 10-1<ω<102 rad/s. InFigure S2
of the Supporting Information, a master-curve of the storage and
loss moduli is shown. According to the principle of time-
temperature superposition (tTs), the frequency (ω) dependenceof
the complex shearmodulusG* at any temperature canbe obtained
from a master curve at a reference temperature (Tr) according to
G*(ω,T) = G*(aTω; Tr). According to tTs, at each temperature a
single frequency-scale shift factor aT allows superposition of all
modulus data at temperature T to the corresponding data at Tr.
The horizontal shift factors can be described by the Williams-
Landel-Ferry (WLF) equation1

log10 aT ¼ -
c1

rðT -TrÞ
c2r þðT -TrÞ ð4Þ

where c1
r (=14.8) and c2

r (=69.4 K) are the WLF parameters at
the reference temperature (Tr = 332.15 K). These values, when
calculated at Tg (=334 K), result to c1

g = 14.4 and c2
g = 71.4 K.

When these shift factors apply to the segmental and terminal
relaxations, they provide us with the full T-dependence.

3. Molecular Simulations

The hierarchical simulation approach presented here involves
detailed all-atom (AA) and coarse-grained (CG)MDsimulations
of an atactic PSmelt withM=1800 g/mol, i.e., with a molecular
weight close to the experimental conditions.

3.1. Atomistic Simulations. An important goal of the
present work is the investigation of segmental and chain
dynamics of PS, at the all-atom detail, as a function of both
temperature and pressure aiming at a comparison with the
experimental results from dielectric spectroscopy (DS), differ-
ential scanning calorimetry (DSC) andPVTmeasurements, the
latter performed on the same sample. To achieve this, all-atom
MD simulations of short PS chains were performed using a
model, where hydrogens and carbons are treated explicitly.38

All bond lengths were kept rigid whereas a harmonic potential
was used to describe bond angle bending. Standard torsional
potentials were used to describe rotations along bonds in the
aliphatic backbone. Parameters of the barriers for the rotation
of polystyrene backbone dihedral angles were calculated from
ab initio calculations on polystyrene fragments. Nonbonded
interactions were described by pairwise-additive Lennard-
Jones potentials. Furthermore, the AA model included partial
charges on the carbon and hydrogen atoms of the phenyl
groups that reproduce the electric quadropole moment of the
benzene molecule. For more details of the model see ref 38.

Using this AA model, atomistic MD simulations of an
atactic PS melt of 36 chains with molecular weight, M=
1800 g/mol (18mer), were performed for a range of tem-
peratures and pressures. The molecular dynamics package

GROMACS39 was employed for the atomistic MD simula-
tions. Initial well-equilibrated atomistic configurations were
obtained by back-mapping of the CG melts.32,33 All-atom
MD simulations were conducted under constant tempera-
ture and volume NVT conditions using the Berendsen ther-
mostat (coupling time 0.1ps).39 As a guide for the densities of
the simulated melt we employed the experimental PVT data
depicted in Figure 1. We should also note here, that pressure
in the atomistic simulations is slightly negative (by about
10-20 MPa) since the density predicted by the AA force-
field is about 3-4% larger than the experimental ones. A
negative pressure, induced by the constant volume con-
straint, is unphysical and would lead to inhomogeneities in
the system. However, this is not the case here because the
fluctuations of instantaneous pressure due to the small
system size are about 5-10 times larger than the average
(negative) pressure. In addition, runs at higher than atmo-
spheric pressure were made under NVT conditions at den-
sities corresponding to the experimental densities at the
specific pressure (Figure 1). In all cases the pressure of the
atomistic simulations is slightly smaller than the experimen-
tal one. Nonbonded interactions were cutoff beyond 1.2 nm.
Tail corrections for the energy and pressure were applied.
The integration time step was 1 fs. Finally, the overall
atomistic simulation time of the production runs ranged
from 0.5 to 2 μs depending on the actual temperature and
pressure. All segmental relaxation times, reported in the
present work, were calculated by analyzing these all-atom
MD simulations.

3.2. Coarse-Grained Simulations of Polystyrene. The CG
MDsimulations havebeenperformedusing amodelwhere one
PS monomer is mapped onto two effective coarse-grained
beads.33 In this model a CG bead “A” includes information
from3consequentCHxgroupsalongthebackbone (seeFigure2).
In more detail, CG bead “A” corresponds to the CH2 of a PS
monomerplus thehalfmass of eachof the twoneighboringCH
groups along the chain backbone, whereas CGbead “B” is just
the phenyl ring. This model has the advantage of capturing
tacticity without introducing side groups. More details about
the CG model and the procedure to obtain the CG force-field
can be found elsewhere.32-35,40

All coarse-grained MD simulations were performed using
the ESPResSO package.41 PS melts of 100 chains were
simulated. The size of the box is fixed such that the density of
thePSmelt is equal to that of the experimental density. Periodic
boundary conditions were used. Also, CG MD simulations
have been performed in dimensionless LJ units using mA to

Figure 2. Atomistic and coarse grained model of PS chain. In the CG
model onemonomer ismapped to two different CGbeads (σA=4.1 Å,
mA = 27 amu; σB = 5.2 Å, mB = 77 amu). Dashed lines show CG
bonds between CG beads A and B. The arrows indicate the different
vectors where the time-autocorrelation functions were calculated.
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scale all masses, σAV [σAV = (σA þ σB)/2] to scale all lengths
and ε (ε = kT) to scale all energies. The time step used in the
MD simulations was dt=0.01τ, where τ is defined as τ =
(mσ2/ε)1/2. In order to control the temperature in the system a
Langevin thermostat was employed with friction coefficient
Γ=1.0τ-1. MD simulations were performed for times 1�104

to 1 � 105τ depending upon the actual temperature and
pressure. Note that even though τ has the unit of time, it is
the physical time of the coarse grained model, rather than that
of the underlying polymer with its specific chemical structure
and has to be scaled accordingly.32,34 The main reason for that
is the softer interaction in the CG models compared to the
all atommodels. Calibration of the CG time scale with respect
to the atomistic simulations will be discussed below. Note that
the CGmodel used here has been parametrized at T=463K.
However, various tests have shown that it can be used in
a (15-20% range of temperatures without any loss of
accuracy.33,35

Finally, we should state that, as mentioned above, the CG
MD simulations in this work were used: (a) for equilibrating
the PSmelts in theCGdescription, thus providing, through a
back-mapping procedure, initial well-equilibrated all-atom
configurations, and (b) for probing chain (end-to-end dis-
tance) relaxation of PS melts, which cannot be calculated
from the all-atom MD simulations because of the very long
relaxation times.

4. Results and Discussion

4.1. Thermodynamics. First we present V(P,T) data from
PVT measurements in Figure 1. From these data the glass
temperature was extracted at each pressure and the resulting
Tg(P) can be described by the following empirical equation

TgðPÞ ¼ Tgð0Þ 1þK
λ
P

� �1=K

ð5Þ

where Tg(0) is the glass temperature at 0.1 MPa (334 K)
and κ and λ are system-specific parameters that amount to
1.72( 0.8 and 1210( 60MPa, respectively. The initial slope,
(dTg/dP)Pf0 amounts to 0.277K/MPa, i.e., similar to earlier
reports for PS.11,42 Equation 5 was first proposed for the
melting of solidified gases under pressure,43 and subse-
quently, it was employed by others to describe the pressure
dependence of the glass temperature in glass-forming
systems.44,45

4.2. Analysis of the MD Simulations. In the following, we
will first discuss the experimental and MD results for the
segmental and chain dynamics at atmospheric pressure. We
examine the segmental dynamics of the atactic PS melt, as
predicted from all-atom MD simulations, by analyzing
autocorrelation functions of different vectors that include
theC-CMring andC-Hbond vectors as shown inFigure 2.
To examine the difference between the relaxation along the
backbone and in the ring we also distinguish the C-H
vectors along the backbone and in the ring.

In MD simulations different measures of the segmental
dynamics of polymer melts can be employed. For example, a
very common measure is by calculating time-correlation
functions of a vector, vb, representing a chemical bond.
The reorientation of such a vector can be studied by con-
sidering ensemble-averaged Legendre polynomial of order l,
Pl(t), of the inner product of the unit vector parallel to vb at
time t = t and t = 0. A common choice for the vector vb, if
someone is interested to compare with NMR data, is the
C-H vector. The reason is that for 2H nuclei, spin-lattice
relaxation is dominated by electric quadrupole coupling and

the spin relaxation time can be directly related to the
reorientation of the C-2H bond. In this case, the second
Legendre polynomial: P2(t) =

3/2Æcos2(θ(t))æ - 1/2, where
θ(t) is the angle of vb bond at time t relative to its original
position is employed as a measure of the polymer segmental
dynamics, and Æ...æ denotes the ensemble average over all
chains in the system. If, on the other hand, a comparisonwith
DS is sought (as in the present case), then a more suitable
vector vb, is one starting from the backbone CH to the center
of mass (CM) of the phenyl ring (shown by a thick arrow in
Figure 2). In this case the quantity of interest is the first
Legendre polynomial: P1(t) = Æcos(θ(t))æ. In addition, MD
can provide the correlation functions of various other vec-
tors, such as the C-C backbone vector, the R C-H, the β
C-H, and the ring C-H as well as the dihedral angle (see
Figure 2). All these correlation times can, in principle, be
compared to the experimentally obtained ones. Simulations
also offer the opportunity to study cross-correlations. How-
ever, there we do not know of currently available experi-
mental data to compare to.

As an example, Figure 3a compares the P2(t) autocorrela-
tion curves of various C-H bond vectors as well as the
C-CM ring vector at the same temperature and pressure
conditions (T=433K, P=0.1MPa). P2(t) exhibits a rapid
decay at short times (shorter than about 10-100 ps) followed
by a rather slow decorrelation at later times. The short-time
regime (not shown here) corresponds to a primitive (bond
vibrations and angle librations) relaxation, whereas the long-
time regime corresponds to the segmental (R-) relaxation. All
curves, for the range of temperatures and pressures studied
here, show the same structure that is typical for amorphous
polymer.13,16,22 At a first glance, clearly the slower decay
corresponds to the C-C backbone vector followed by the
C-CM ring whereas the ring C-H is the fastest. This is not
surprising given that C-H bonds on the phenyl ring can
relax due to the motion of the backbone but also due to the
faster rotational dynamics (reorientation) of the ring. Similar
conclusion has been reported in the past by Vorselaars et al.
in a detailed analysis of the phenyl-ring motions of PS near
Tg using united-atom MD simulations.27

Another important aspect is related to the relaxation of the
PS backbone at the monomer level and the effect of the side
group. To examine this we further distinguish C-H bonds
along the backbone, i.e., C-H bonds at the R C (where the
phenyl group is attached) and the two C-Hbonds at the βC
(see Figure 2). The corresponding P2(t) curves are shown in
Figure 3a with half-filled triangles. It can be seen that the
relaxation of the C-Hbond of theRC is slightly slower than
that of theC-Hbonds of the βC, and this is attributed to the
bulky side group (phenyl ring). However, as we can see from
Figure 3a, the difference between the twoP2(t) curves for the
C-H bond vectors is very small, leading to almost indis-
tinguishable values for the relaxation times. Therefore, from
here on we analyze all C-H bonds of the backbone as a
single group. Inspecting the curve, however, it is not at all
clear whether this hierarchy of relaxations, which is also
found in experiment, only is due to initial fluctuations of
different amplitude, leading to lower values of the correla-
tion functions at short times around 100 ps. As mentioned
above, the fast initial drop of the C-Hvectors is related with
very fast local fluctuations of the primitive relaxation at
short times. To further explore the slow relaxation process
we normalize all the curves of the various bond vectors,
shown in Figure 3a, to 1 at 100 ps (see Figure 3b). The
question is if the normalized data form a master curve with
the same stretching exponent. As we can see from Figure 3b
there are still differences, however almost indistinguishable,
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in the slow relaxation of the different C-H vectors as well as
in the stretching exponent (discussed below in Figure 6); thus
indicating that the long time decay is governed by the very
same structural relaxation processes.

Figure 3c shows the effect of temperature variation (at
P = 0.1 MPa) on the P1 autocorrelation function corre-
sponding to the C-CM ring vector. This quantity is of parti-
cular interest here as it is the one that is probed experimentally
with DS. P1(t) exhibits a similar rapid decay at short times as
P2(t), followed by a rather slow decorrelation at later times.
Again the short- and long-time regime corresponds to a primi-
tive and to the segmental relaxations, respectively. As expected,
the relaxationof theC-CMbonds takes longerwithdecreasing
temperature and at the same time the fast initial decay is smaller
due to reduced fluctuations.

It is quite common to fit the long-time regime of such
autocorrelation functions by a KWW stretched-exponential
function:

PiðtÞ ¼ A exp -
t

τKWW

� �β
" #

, i ¼ 1, 2 ð6Þ

where τKWW is a characteristic relaxation time, β the stretch
exponent, and A a pre-exponential factor that takes into
account relaxation processes at very short time scales. The
segmental correlation time, τs, is defined as the integral of the
above equation, which can be numerically calculated. We
should also point out here that, in order to examine the
fitting procedure, we have used different fitting ranges or
even an additional fitting function, including an exponential
term for the short-time (up to 10-100 ps) regime. In all cases
the differences between the obtained correlation times
are 5-10%, i.e., within the error bars. Finally, note that the
difference in the calculated relaxation times between the
original and the scaled data, shown in Figure 3, parts a and
b, respectively, vary only 10-20% due to the difference in
the prefactor A. Keeping this in mind, we in the following
calculate the segmental relaxation times from the original
data, shown in Figure 3a in order to be more consistent with
the experimentally available results.

In the next stepwe compare the segmental relaxation times
of the various autocorrelation curves shown inFigure 3,parts
a and c. On the basis of the discussion above for the presence of
two different modes of decay (a rapid and a slow one), we
describe the second regime (times longer than about 10-100 ps)
with eq 6. Lines in Figure 3, parts a and c, show the best KWW
fits for theP2(t) andP1(t) curves, respectively.Values of thepre-
exponential factorAwere chosen properly to take into account
the fast relaxation for the specificT- andP-conditions. Then the
relaxation times were calculated from the time integral of P1(t)
or P2(t). The thus extracted relaxation times are compared in
parts a and b ofFigure 4. In Figure 4a, the segmental relaxation
times of the average C-H bond vector, calculated from the
analysis of the P1(t) and P2(t) curves as a function of tempera-
ture, are shown at atmospheric pressure. At all temperatures,
τ1/τ2= 2.2-2.7 (this factor is also similar, within the error bars,
for the segmental correlation times of the other vectors studied
in this work). Note that according to the Debye theory of
rotational relaxation, based upon a simple rotational diffusion
coefficient, the ratio of the relaxation times calculated from
P1(t) andP2(t) curves is τ1/τ2= 3.46 Deviations from this theo-
retical value are associated with the much more complex
translational and rotational diffusion of polymeric segments
as compared with a simple rotational diffusion.

In Figure 4b segmental relaxation times corresponding to
the average C-H bond vector, i.e., all C-H bonds in a PS
chain, aswell as of individual backboneC-Hbonds, ringC-H
bonds, the C-CM ring vector, and the terminal relaxation for
the three temperatures investigated, are included. Note that the
relaxation time of the backbone C-H bonds is consistently

Figure 3. (a) P2(t) Time-autocorrelation function of various C-H
bond vectors, the backbone C-C bond, and the C-CM ring vector
at T = 433 K, obtained from the atomistic MD simulations (P =
0.1 MPa). Lines show best KWW fits. (b) P2(t) Time-autocorrelation
function of various C-H bond vectors, the backbone C-C vector, and
the C-CM ring bond at T= 433 K, obtained from the atomistic MD
simulations (P= 0.1 MPa). Data are scaled in order to start from 1 at
t= 100 ps. (c) P1(t) time-autocorrelation functions of the C-CM ring
vector for different temperatures as indicated (P = 0.1 MPa). Lines
show best KWW fits.
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larger than for the ring C-H bonds; their ratio being in the
range from 1.5 to 2.

In addition to these local bonds, the local-segmental
dynamics of the backbone of PS chains can be also analyzed
in the level of the dihedral angle, defined through four
consecutiveC atoms along the backbone.Dihedral dynamics
can be quantified in terms of the torsional autocorrelation
function, defined as

PðφðtÞÞ ¼ Æcos φðtÞ cos φð0Þæ- Æcos φð0Þæ2
Æcos φð0Þ cos φð0Þæ- Æcos φð0Þæ2 ð7Þ

where φ(t) is the dihedral angle at time t. Characteristic
dihedral relaxation times can be obtained by fitting P(φ(t))
curves with a KWW function and calculating the integral
below the curve. Dihedral relaxation times, τd, are included
in Figure 4b for the different temperatures investigated. Two
important conclusions can be derived from these data. First,
that the dihedral relaxation times are longer than the C-H
ones, at the same temperature and pressure. Indeed, dihedral
angles along the backbone decorrelate much slower (about
10 times) than the C-H bonds along the backbone. This is
not surprising given that a dihedral angle involves themotion

of four consecutive carbon atoms. Second, the dihedral
relaxation times follow similar temperature dependence as
with the relaxation of the C-Hbond vectors. This is also the
expectation borne out by the fact that all these probes are
coupled to the same structural relaxation process.

4.3. Comparison between Simulations and Experiments. In
a next step, the chain relaxation of PS has been studied by
MD to facilitate a one-to-one comparison with the experi-
mentally measured one (DS and rheology). The long-time
chain relaxation of PS chains precludes a prediction through
brute force all-atom MD simulations because of the very
long relaxation times, especially at the lower temperatures.
Therefore, for the chain dynamics we have used a hierarchical
scheme that combines atomistic and CG MD simulations. As
discussed before, CG MD simulations are much faster than
atomistic ones, and theCGtime-scale has to be calibratedby all
atomsimulationsor experiment.Through sucha time-mapping
of CG dynamics on the atomistic one, CG data can be directly
compared to experimental or atomistic simulation data.34 We
have followed the above-described procedure in order to
calculate the longest relaxation time for the PS chain. Specifi-
cally, we determine the time-mapping factor based on mean-
square displacement, MSD, of center-of-mass (or of segments)
on the atomistic level compared to the CG level. In Figure 5 we
show a typical MSD plot for the motion of center-of-mass,
g3(t) = Æ(Rcm(t)-Rcm(0))

2æ, with Æ æ denoting ensemble average,
fromatomistic (squares) andCGscaled (line) data, for a specific
PSmelt (T=463K,P=1 atm). As we can see, the agreement
between the two sets of data is excellent for all times above about
300 ps and lengths of a few Å. Next, all CG dynamic quantities
for this specific system are scaled to this factor. Qualitatively
similar is the situation for differentT,P conditions. Note that as
we show elsewhere the scaling factor is the same if the MSD of
center-of-mass or of the individual beads is used.34

Subsequently, the autocorrelation factor of the first nor-
mal mode is described by the KWW function that provides
with the maximum (Rouse) relaxation time, τR, for the PS
chain.2,20 The thus obtained, τR, from the CG MD simula-
tions are included in Figure 4b. Within the investigated
temperature range, τR has a similar temperature dependence
with the segmental relaxation times. Furthermore, τR is, as
expected, larger than the dihedral relaxation time by a factor
of 3-5. The reason is the rather short chain length, i.e., a
18mer PS consists of only 36 backbone atoms.

The thus obtained MD relaxation times can now be
compared to the experimental ones. On the experimental

Figure 4. (a) Temperature dependence of the segmental relaxation time
obtained through analysis ofP1(t) andP2(t) curves of the average C-H
bond vectors of MD simulation data. (b) Temperature dependence of
the different characteristic times obtained through analysis of P1(t)
Legendre polynomials of various vectors of MD simulation data. Data
about backbone dihedral relaxation times from the AAMD as well as
the maximum (terminal) relaxation time from the CGMD simulations
are also shown.

Figure 5. Time scaling of theCG simulations using all-atomdata for a PS
melt (T=463 K, P=1 atm) based on the motion of the center of mass.
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side, rheology provides with both the segmental and terminal
times. The frequency scale shift factor, aT, was applied to the
master-curve (Figure S2, Supporting Information), resulting to
the T-dependence of the two characteristic frequencies, ωS and
ωc, corresponding to the segmental and chain dynamics, respec-
tively. These frequencies correspond to the crossing of the
storage and loss moduli (ωS) and to the crossing of lines with
slopes 2 and 1, respectively (ωc) corresponding to the terminal
regime. The dynamics extracted from rheology is compared to
the one from DS and the simulations in Figure 6. First, in
comparing the rheology and dielectric times we find that the
crossing of the storage and loss moduli for the segmental
relaxation process (Figure S2, Supporting Information) occurs
at lower frequencies as compared to thedielectric lossmaximum.
Parenthetically, the electric modulus representation, M*(ω) =
1/ε*(ω), is more suitable when comparing rheology with DS
relaxation times, however, the lowdielectric activity of PSmakes
the peak frequency in ε00 andM00 nearly indistinguishable. Thus,
the reason for the faster segmental dynamics as probed by
rheology is not the different representation. This suggests that
for PS, dynamic mechanical and dielectric spectroscopies, per-
formed on the same sample, are sensitive to different kinds of
motion. Indeed, dielectric relaxation is probing the response of
the dipolar units to the external electric field whereas rheology is
affected by the way the underlying molecular motion couples to
the applied stress. Thus, the two times need not be the same.

Since the purpose of the present investigation is to make a
one-to-one comparison of the dipolar relaxation being perpen-
dicular to the backbonewith the relaxationof theC-CMvector
obtained inMD, inFigure 6 the rheology times have been scaled
to the DS and DSC Tg. This facilitates the comparison with the
terminal dynamics as studied byMD (the latter for the C-CM
ring autocorrelation function) and rheology. The Figure in-
cludes the DSC glass temperature (assuming isochronal at
τ∼100 s). We found that the MD relaxation times, using the
P1(t) curves, follow qualitatively very well the temperature
dependence found by DS (again P1(t)) but a quantitative
comparison reveals that MD relaxation times are slower than
DS by a factor of about 4.6. This discrepancy can have different

origins. First, the molecular weights of the sample used in MD
and DS are not identical. An 18mer has a somewhat larger
molecular weight that the one investigated experimentally, and
to the extent that the segmental dynamics are influenced by the
mobile chain-ends this can result in faster experimental dy-
namics. The Rouse times (relaxation time of the first normal
mode) woulddeviate by a factor of about almost 1.4. In addition
the natural abundance of very short fragments in polydisperse
samples leads to larger localmobilities. The effect of the different
molecular weight and of polydispersity will be a subject of a
future work. Second, the all-atommodel, used in this work, has
been developed38 through parametrization of (a) quantum
calculations of very small fragments (the intramolecular bonded
interactions) and (b) fittings of the intermolecular nonbonded
interactions in order to reproduce the experimental density (at
1 atm) andheat of vaporization of liquid benzene. If we consider
the difference between the density values of the NPT MD PS
simulations and experimental data (density by theAAforce field
is about 3-4% larger than the experimental one) then it seems
that the latter procedure, i.e. the extension of the benzene
nonbonded interaction parameters to PS melts, is the most
problematic one. In order to test this hypothesis we have
performed a few test atomistic NPTMD runs, with a modified
all-atom model in which the minimum of the cohesive inter-
molecular energy between all atoms (the corresponding εC, and
εH in the Lennard-Jones parameters) were decreased about
15%, in order the density of the NPT MD simulations of the
PS 18mer system to match the experimental density (at 1 atm).
This result, as expected, into faster segmental relaxation times of
about3 times, thus thenewMDrelaxation times, are slower than
theDSwith a factor of only 1.5, which compares well to the one
expected from the different chain lengths. However, since we do
not have any solid basis on the physical reason for the modified
all-atommodel and thegoal of thepresentwork is not todevelop
a new all-atomPS force field, we decide here to report data from
the original atomistic model. In overall, taken into account the
approximations of such parametrizations in atomistic force
fields, and also that there is no adjustment of the model to any
dynamical quantity, it is not surprising that the MD relaxation
times are somewhat larger than the experimental times and the
agreement, and here especially the temperature dependence is
very good. Lastly, the experimental times are influenced by the
strong ionic conductivity, due to impurities—a dynamic process
that is not affectingMD—and thus cause also some uncertainty
to the experiment (about the symbol size). Nevertheless, this
factor seems to be independent of temperature and pressure.
Therefore, we present the MD data here scaled by this factor.
This facilitates the comparison of terminal relaxation times
obtained from rheology with the longest Rouse time obtained
fromMD simulations. The nonscaledMDdata can be found in
the Supporting Information (Figure S3).

The temperature dependence of both time-scales can also be
described by the Vogel-Fulcher-Tammann (VFT) equation:

τc ¼ τo exp
B

T -T0

� �
ð8Þ

where τ0 is the relaxation time calibration constant in the limit of
very high temperatures,B is a generalized activation energy and
T0 is theVogel temperature known as the “ideal” glass tempera-
ture “zero temperature” where all relaxation times diverge. The
combined DSC, DS, rheology and MD data for the segmental
process result to τ0=(5(2)x10-11s,B=1040(80KandT0=
298 ( 2 K. These parameters are somewhat different than the
ones obtained earlier for the segmental relaxation of atactic PS
(M=2100g/mol) through variousNMRexperiments andMD
simulations covering a broad T-range from 390 to 510 K17

Figure 6. Compilationof the relaxation times throughMDcorrespond-
ing to the C-CM ring vector (vertical half-filled symbols), DS (filled
circles in yellow), DSC at τ = 100 s (filled circle in blue) and rheology
(horizontal half-filled symbols) at the different temperatures investigated.
The latter timeswere scaled to theDSandDSCTg (see text). TheMDand
DS times correspond to theP1(t) time-autocorrelation functions (see text).
Only the segmental (circles) and the terminal (squares) relaxation times are
shown. The solid lines are the result of the fit to the VFT equation. The
dashed line is the Tg-scaled VFT obtained by NMR.
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(shownby the dotted line inFigure 6). The latter times are faster
on the high temperature side (theNMRtimeswere scaled to the
current Tg), but this is not surprising given that they present
P2(t) correlation times (τ2∼τ1/3). On the other hand, the
combined data for the terminal relaxation (rheology, MD)
result to very similar values: τ0 = (2 ( 1) � 10-10 s, B =
1150 ( 20 K, and T0 = 298 ( 2 K. We are aware that higher
molecular weight polymers, show differentT-dependencies for
the segmental and terminal relaxations in the vicinity of
Tg.

47-50 This is not evident here, probably because of the low
molecular weight.

In Figure 7, the KWW exponent, β, of the different
autocorrelation functions is plottedas a functionof temperature
and comparedwith the one obtained experimentally (DS). In all
cases, β is considerably lower than 1, thus indicating a broad
distribution of relaxation times. The KWW exponent of the
autocorrelation function for the C-H bonds, βC-H, varies
between 0.45 to 0.55. The stretching exponent is independent
of temperature. The C-CM ring values are also in very good
agreement with βDS, the latter extracted from the HN shape
parameters as described earlier. The βC-H values depend only
slightly on the position of the C-Hbonds, being somewhat the
βC-H values for the backbone C-H bonds. The latter could be
attributed to the additional relaxation mechanism of the C-H
bonds in the phenyl ring, related with the orientational motion
of the ring. Values for the KWW exponent of the dihedral
autocorrelation function, βd, vary between 0.5 and 0.6, being
higher than the βC-H ones. This is not surprising, since for the
C-H bonds additional relaxation mechanisms (such as bond
vibrations, angle librations, phenyl ring motions) play a more
significant role than for the relaxation of the backbone dihedral
leading to a broader distribution of relaxation times. Further-
more, there seems to be a weak dependence of βd on tempera-
ture; i.e., βd decreases with decreasing temperature. Note also
the large error bars of the β values, especially at lower tempera-
tures, due to limited time-window available. Finally it should
be stated, that values of both βC-H and βd presented here
are typical for amorphous polymers and in agreement with
data reported in the literature by other MD simulations of
polystyrene15,26,27 and other polymers like polyethylene12,20 and
polybutadiene.22

4.4. Pressure Dependence of Segmental Dynamics. In this
section we present the first results on the effect of pressure on
the segmental dynamics of PS by means of MD simulations,
performed at experimental density (see Figure 1) at two
elevated pressures (40 and 60 MPa). Computationally, this

is not a trivial task since at elevated pressures the segmental
dynamics are slowed-down as a result of densification. In
addition, the presence of higher conductivity makes pressure-
dependent DS measurements a difficult task for this sample.
To overcome these problems we use a combination of
experimental PVT Tg(P) dependencies (Figure 1) together
with the simulation data at two pressures, 40 and 60 MPa.

As mentioned above the P2(t) autocorrelation curves of
various C-H bond vectors as well as the C-CM ring vector
at elevated pressures show the same structure as the curves at
the atmospheric pressure, discussed in section 4.2. In Figure
S4 (Supporting Information), we present such curves for the
C-CM ring vector at T = 463 K. From these curves the
relaxation times at elevated pressures can be calculated
following the analysis presented before (see section 4.2). In
Figure 8 the segmental relaxation times obtained through the
all-atom MD simulations are shown together with the PVT
times (the assumption here is thatTg is “isochronal” at 100 s).
As expected, increasing pressure slows-down the segmental
dynamics and increases the glass temperature. Despite the
few experimental points, the MD and PVT τ(T) data span
more than 8 orders of magnitude.

The combined τ(T) times at elevated pressures are de-
scribed by the same VFT equation for the different isobars
(shown in Figure 8 with the solid lines). In addition, we
display literature42 DS segmental relaxation times at ele-
vated pressures fromaPSwithMw=780 g/mol. Following a
Tg-scaling of the dynamics to account for the difference in
molecular weights the interpolated segmental relaxation
times at the investigated pressures are also shown in Figure 8
with the dashed lines. Note that there is a near quantitative
agreement between the MD simulation and DS results.

Segmental relaxation times calculated from the VFT para-
meters at different temperatures and pressures are shown in
Figure 9. Intrinsic to thepressuredependenceof segmental relaxa-
tion times is information that relates to the apparent activation
volume.51 The latter quantity, ΔVq = 2.303RT(∂[log τ]/∂P)T),
represents the pressure sensitivity of the segmental relaxation
times and was originally interpreted as reflecting the difference
in molar volumes of activated and nonactivated species.52,53,54

ΔVq can be extracted from the slopes of the “isothermal”

Figure 7. KWW stretch exponent, β, obtained through the different
P1(t) curves (MD) and calculated in DS plotted as a function of
temperature.

Figure 8. Pressure dependence of the segmental relaxation times ob-
tained from MD (C-CM ring vector) at 0.1, 40, and 60 MPa. The
different symbols for the relaxation times at 0.1MPa are the same as in
Figure 6. The points at τ = 100s are obtained through PVT (by
assuming that the glass temperature is isochronal). The solid lines are
the result of the fit to the VFT equation. The dashed black, red and
green lines are literature42Tg-scaleddielectric relaxation timesmeasured
at 0.1 MPa and calculated at 40 and 60 MPa, respectively.
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representation (inset to Figure 9). Several experimental
studies45,47,55,56 on glass-forming systems probed the temperature
dependence of the apparent activation volume; ΔVq has a strong
T-dependence, increasing by decreasing temperature toward the
glass temperature.At the sametimethehigh temperaturevaluesof
ΔVqapproachthemonomervolumeat some70-100Kabove the
glass temperature. In the insetofFigure9 themonomervolume, in
cm3/mol (calculated from the PVT density data of Figure 1),
is shown with dash line for all temperatures studied here (atP=
0.1 MPa). Herein the obtained values do show the expected
increase at lower temperatures, but the limiting values at higher
temperatures are still above the monomer volume, probably
because of the limited accuracy of the VFT parameters.

5. Conclusions

The segmental and terminal dynamics of a-PS have been
investigated by hierarchical simulation methodologies and experi-
ments at atmospheric and, for the first time, at elevated pressures.
We have examined the polymer dynamics both at the submonomer
and end-to-end distance level using a multiscale simulation ap-
proach that combines atomistic and coarse-grained dynamic
simulations.Wehave also presented, for the first time, an investiga-
tion of the atactic PS dynamics as a function of pressure.

The detailed, all-atom MD simulations at atmospheric pres-
sure, revealed that the various characteristic times corresponding
to the decay of time-autocorrelation functions for various C-H
bond vectors as well as of the C-CM ring bond can be different
by nearly one decade but all share the same temperature depen-
dence and have nearly the same distribution of relaxation times
that is in agreement with the one obtained through dielectric
spectroscopy. When the P1(t) times for the relevant C-CM ring
bond were compared to the dipolar dynamics obtained though
dielectric spectroscopy theywere found to be slower by a factor of
about 4.6. That could be accounted for by various factors,
involving differences between PS model systems and experimen-
tal samples as well as approximations in the parametrization of
the atomistic force field. When the MD data were scaled by this
factor toward theDS times, the predicted terminal dynamicswere
in excellent agreement with the ones obtained by rheology.

MD simulations were also performed at elevated pressures
using the experimental equation-of-state as a guide. As expected,
as the pressure increases the segmental dynamics slows-down and
the glass temperature increases. The obtained temperature de-
pendence of relaxation times and the associated glass tempera-
tures at the two elevated pressures investigatedwere also found to
be in good agreement with the experimentally measured glass

temperature and allowed extracting the apparent activation
volume as a function of temperature.
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